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Abstract  

​ Artificial Intelligence (AI) has become increasingly prevalent in Human Resource 

Management, particularly in recruitment and selection processes. Organizations are adopting 

AI-powered tools to optimize hiring, improve efficiency, and enhance decision-making. 

However, the integration of AI in recruitment raises significant concerns regarding algorithmic 

bias, fairness, accountability, and transparency. This literature review analyzes fifteen 

peer-reviewed sources selected through predefined inclusion criteria to examine the relationship 

between AI-powered tools and bias. The review explores how bias can be introduced through 

unrepresentative or flawed training data, biased algorithmic design, and unexplainable 

decision-making processes. If not properly managed, AI systems may reinforce, reproduce, or 

even amplify existing human prejudices and systemic inequalities. The study identifies several 

mitigation strategies, including the development of fairness-aware algorithms, regular 

algorithmic audits, inclusive and representative data practices, and increased transparency in 

both model design and output. A recurring recommendation in the literature is the adoption of a 

hybrid recruitment model, wherein human judgment and contextual understanding work 

alongside AI technologies to ensure more equitable and sensitive outcomes. These findings 

highlight the complex ethical, legal, and operational challenges faced by recruiters and HR 

professionals when deploying AI tools. They also emphasize the importance of multidisciplinary 

collaboration among HR experts, data scientists, ethicists, and legal advisors. While AI offers 

notable advantages such as increased efficiency, scalability, and data-driven insights, its ethical 

implications demand rigorous oversight and continuous evaluation. Future research should 

further investigate the dynamics of human-AI collaboration in recruitment to support the 

development of more inclusive, transparent, and accountable hiring frameworks. 
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Artificial Intelligence in Hiring: A Critical Review of Bias in Recruitment Algorithms  

​ Artificial Intelligence has been a topic of discussion since 1950. In recent years AI has 

evolved to a great extent and are being implemented in organisations as hiring tools, especially 

after the COVID-19 pandemic (O'Brien, 2024). The addition of these tools to the Human 

Resource departments has enabled recruiters to have an effective and automated recruitment 

process by reducing time-consuming tasks (Oswal et al., 2020). HR hiring tools are most 

commonly used in three steps: sourcing, screening, and interviewing or matching (O'Brien, 

2024). During the process, the algorithm in hiring tools looks for similar traits or profiles of past 

applicants who are successful in the job, such as of the managers (Andrews & Bucher, 2022).  

According to Langenkamp et al., (2020), there are four categories that can lead to 

algorithms failing: the dataset failure, the model structure, metrics, and the application of the 

model. It is known that traditional hiring methods bring bias along because people naturally 

make subjective decisions; however, since algorithms are developed by humans and trained on 

past data, it is often unclear whether they reduce bias or simply reproduce it in a less visible form 

(Harvis-Nazzario, 2022). This is what Langenkamp et al., (2020) calls the dataset failure. In 

short, a dataset failure happens when past data is used to train the algorithm as this data is often 

manipulated by humans and hence, bias is therefore not effectively eradicated in the hiring 

process. Model structure follows as machine learning has different methods for ‘learning’ and 

‘predicting’. More precisely, a model called a ‘convolutional neural network’ is excellent at 

recognising pictures, but this model will not work if the aim is to understand someone’s voice; if 

the wrong model is used in AI hiring, this will result in mistaken decision making (2020). 

Metrics is the set of statistics behind the way the model performs by looking at values such as 

false positives, false negatives, and accuracy. In relation to AI hiring, metrics can include 
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statistics related to fairness – aiming at making concepts such as ‘fairness’ and ‘equality’ 

measurable. At the same time, introducing fairness related numbers into the system ensures that 

the error rate for different demographics are the same (Langenkamp et al., 2020). Metrics cause 

algorithmic failure by turning complex societal issues into simple formulas as it ignores 

historical inequalities and hidden biases (Langenkamp et al., 2020). Finally, the application of 

the model justifies existing biases in the hiring system leading to unfair decision making 

(Langenkamp et al., 2020).   

​ AI-powered recruitment tools and bias is a relationship that has practical and theoretical 

relevance. Although there is a lot of information circulating about AI hiring tools and bias, this 

literature review is an addition to the already existing research, aiming at focusing on bias in 

candidate selection instead of conducting a detailed analysis in a specific type of bias e.g., gender 

bias, age bias, race bias (Fabris et al., 2023). Furthermore, due to the rapid evolution of 

technology, many existing literature reviews have become dated, making it difficult to obtain 

current insights on the topic, available data might not be applicable nowadays as the models 

would have to be adapted accordingly (Mujtaba et al., 2024). As AI-powered hiring tools are 

now being widely and increasingly adopted by companies in their candidate selection process, it 

is essential that this literature review contributes to existing research by focusing on a more 

recent time frame—particularly from 2018 to the present— as the year 2018 is significant in the 

evolution of AI-driven hiring practices, thereby providing an updated perspective within the field 

(Fritts & Cabrera, 2021). The research contributes to the literature in algorithmic bias by 

exploring how AI systems inherit, amplify, or mitigate biases.  

​ Practical relevance is also provided in this literature review as it is important for 

organisations to consider this for future AI-powered recruitment. According to Soleimani et al., 
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(2022), knowledge sharing between HR managers and AI developers is an important factor to 

avoid bias in the hiring process. HR managers can help AI developers to avoid algorithmic bias 

to give a fair chance to candidates as the collaboration can lead to a better understanding of the 

AI-powered systems for recruiters. The use of this literature review provides an insight into 

improving fairness in hiring, by understanding if AI recruitment tools reduce or reinforce bias, 

organisations can opt for fairer hiring practices and hence, implement better decision making. 

Bias is often unintentional as the developers and users do not contemplate the discriminatory 

effects against some individuals (Coeckelbergh, 2020). Not only this literature review is an 

attempt to highlight the importance of team work between AI developers and HR professionals 

but also to raise awareness of the unintentional bias that is involved in selection processes with 

AI hiring.  

​ As practical and theoretical relevance have been discussed, highlighting its importance, it 

is key to analyse the selected literature to further research this relationship. “How do AI-powered 

recruitment tools relate to bias in candidate selection?” is the question that is aimed to be 

answered with this research and will be answered after an in depth analysis of the literature.  

​ Following, the theoretical framework will provide construct definitions and relevant 

background of “AI recruitment”, “hiring bias” and for a better understanding “algorithmic bias” 

will also be defined. The scope of this literature review will be discussed as well in the following 

section. Later, the methods section, results, discussion and based on the analysis, a conclusion 

will sum up the research. 

Theoretical framework 

​ Considering AI is a growing field of study, many discussions have been made and 

various definitions have been used in past literature. Bias has been relevant for a long time and 
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hence it has been addressed with a variety of definitions, including definitions for specific biases. 

This section will provide clear definitions for the constructs as theoretical perspectives that will 

help the analysis for the discussed relationship between AI recruitment and bias.  

 AI Recruitment 

​ AI recruitment refers to the process of hiring through artificial intelligence where the AI 

tool makes choices based on data (Oman et al., 2024). AI examines huge quantities of 

information and distinguishes patterns and trends that might not be noticeable in traditional 

recruitment practices (Raghavan et al., 2020). According to Garg et al. (2021), AI hiring tools 

operate in three ways while conducting recruitment.  

-​ Sourcing: it requires past data from professionals within the company that can be a match 

for the organisation looking at technical as well as soft skills. Involving the candidate's 

knowledge, academic background and experiences. If this is done correctly, there would 

be the right list of applicants for the job. 

-​ Screening: this is the process of providing information and keywords to the system in 

order to match the applicant's resume to the keywords provided. In this step, applicants 

are filtered if their resumes do not contain the keywords that were provided to the AI 

system. 

-​ Matching: this is done once the list is prepared for the suitable candidates. Matching 

consists of scanning the complete profile of the candidates that are suitable for the job 

with the required details such as salary, location and the core competencies. After, 

recruiters are left with a much smaller candidate pool and the interview stage begins.   

AI-powered recruitment tools have proven to be useful for recruiters in order to find a sufficient 

number of the right candidates with the aimed qualifications and in an effective way and in 
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consequence, finding the best-fit talent. It brings support when conducting difficult, repetitive 

and time-consuming tasks (Horodyski, 2023). However, AI recruitment presents some 

limitations that have to be considered as it has been a topic of discussion; bias.  

Hiring Bias 

​ In traditional hiring, it is common that HR employees are prone to cognitive biases 

unintentionally. This entails that there is a tendency for individuals to make systematic errors in 

their decisions and often leading to biases, for instance confirmation bias, halo effect, in-group 

bias and stereotyping bias (Derous et al., 2016; Kahneman & Tverskyv, 1979; Linos & 

Reindhard, 2015; Thomas & Reimann, 2023). Confirmation bias occurs when people search for 

information that supports what someone believes (Bratton, 2015, p. 344). The Halo effect is a 

type of cognitive bias where people’s overall impression of a person, brand or things is 

influenced by one positive trait or characteristic, often leading them to assume other unrelated 

positive qualities (Bratton, 2015, p. 133). In-group bias, sometimes called in-group favouritism, 

is the tendency to favour the members of the team they belong to over the others (van Tubergen, 

2020, p. 470). Although this bias is made by humans, it is important to understand what biases 

are to understand what algorithmic bias is.  

Algorithmic Bias 

Algorithmic bias is defined by Russell and Norvig (2021) as errors in AI systems that 

lead to inequitable outcomes for different groups. Algorithmic bias can also be seen as how 

societal relations influence the way technologies are shaped (MacKenzie & Wajcman, 1999). 

Algorithms learn bias through training data, amplified by algorithmic design or are able to arise 

from the ways systems are deployed (Kelan, 2023). As algorithms are created by humans, it is 

important to consider the unconscious cognitive bias that humans are prone to. Algorithmic bias 
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is created depending on what data it is added to the system (Harvis-Nazzario, 2022).  If the 

training data is biassed or not fully representative, the algorithm will reproduce inequitable 

results (Harvis-Nazzario, 2022). Overall, algorithmic bias is not only about flawed outputs but 

contextual, historical and societal dimensions plays a role in the way AI systems are built and 

used in hiring (Kelan, 2023).  

It is essential to make a clear distinction between hiring bias and algorithmic bias. Hiring 

bias refers to stereotypes that are unconsciously created by human recruiters that influences their 

final decisions leading to unfair hiring practices and treatment for certain candidates. In contrast, 

algorithmic bias is caused when an AI system produces discriminatory outcomes as a result of 

flawed training data, biased design, or unintentional reinforcement of existing inequalities. Both 

types of bias lead to unequal opportunities but algorithmic bias can scale discrimination across 

thousands of applicants more rapidly and subtly. In summary, hiring bias is the unconscious 

outcome of an unfair decision made by a human recruiter, and algorithmic bias is an unfair 

decision based on the trained data that was used. The similarity is that both lead to discrimination 

of certain groups of applicants. The discrimination caused by the algorithm and by human 

recruitment includes but it is not limited to women discrimination, ethnic minorities 

discrimination, and discrimination towards people with disabilities (Fabris et al., 2023). 

Discrimination against women refers to unfair treatment of individuals based on their gender. 

Ethnic minorities face discrimination based on their ethnic background or cultural identity. 

Discrimination against individuals with disabilities results in prejudicial treatment of individuals 

with physical, mental, or sensory impairments, in doing so creating barriers to full participation 

in society (Fibbi et al., 2021). 

Social Cognitive Theory 
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​ Badura (1986) has defined the social cognitive theory as the extent to which people 

control their behaviour and environment based on self-preservation. The Social Cognitive theory 

is a psychological framework explaining how people learn from their surroundings and from 

observing others, and how they use the information learned to make decisions and exhibit 

specific behaviours. This theory helps to understand people’s cognitive and affective factors by 

considering their behavioural patterns and evaluating the environmental factors that influence 

their response. Factors including age, group size, gender, status, and socially assigned roles. 

These factors play an important role when a response is generated by an individual, hence bias is 

created (Bandura, 1999). Thoughts, feelings and actions are shaped not only by personal 

experience but also by societal context and roles the individuals take in society.  

Not only age, group size, gender, status and socially assigned roles influence but also 

through mechanisms such as observational learning and social reinforcement, individuals 

internalize behaviours that align with dominant norms, including those that disadvantage certain 

groups. Observational learning means that people learn by watching actions and outcomes of 

others’ behaviours and not only by experiences. Social reinforcement involves receiving 

approval or disapproval from others and this encourages or discourages particular behaviours 

(Bandura, 1999).  

Companies use AI to screen job applicants with data that was previously entered in the 

system by humans based on their own beliefs, preferences and biases. As the data is entered by 

humans and as it was already mentioned, people’s behaviours and decisions are shaped by social 

cognitive factors (environment, social roles, and observational learning), meaning that these 

unconscious biases get introduced into the AI system. An example of training data that includes 

self-preservation, refers to the human tendency to protect one’s interests, status, or group 
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members. Individuals involved in creating or using AI systems may unconsciously favour 

candidates who resemble themselves because from their perspective this is safer or more 

beneficial for maintaining their social position. The Social Cognitive Theory will support this 

literature review to understand the process behind individuals' reactions to the environment and 

hence, how the unconscious bias is entered into the system as data.    

​ This literature review researches the relationship between artificial intelligence (AI) 

recruitment and bias. The research uses multidisciplinary sources with a focus on diversity and 

fairness by examining how AI is being a support tool for hiring practices, as well as the ethical 

implications and strategies in order to mitigate algorithmic bias. 

Methods 

Study Design 

The research question was answered using a literature review on the relationship between 

AI recruitment tools and bias on candidate selection processes. A literature review is a secondary 

literature analysis that summarises existing research (Hempel, 2020). Hempel (2020) defines a 

literature review as standardised research methodology that synthesises existing evidence aiming 

at answering a research question by applying steps to reduce reviewers bias. This literature 

review will follow the Critical Appraised Topic (CAT) approach, meaning that this research will 

conduct a standardised summary of existing research evidence in order to address the research 

question and to evaluate the relevance of the findings (Sadigh et al., 2012). A detailed discussion 

of the methodology used to conduct this literature review follows, including the step-by-step 

debrief of how and why the literature was chosen, as well as the criteria that was applied to select 

the existing literature that will be analysed.  

Search Strategy 
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​ In order to find relevant literature for this topic, the databases used were WorldCat and 

Google Scholar. The search was conducted between 26th of February up to and including 25th of 

March. As these two databases yielded a large volume of results, in order to filter available data 

that is not related to the topic of interest, keywords and boolean operators were entered in both 

databases (WorldCat and Google Scholar) and combined as follows: “AI hiring AND bias” as 

well as “AI AND recruitment bias” and “AI AND diversity and inclusion”. Table 1 shows a clear 

overview of the literature presented once the combination of keywords and boolean operators 

were searched. As shown in Table 1: when using “AI hiring AND bias” the number of results 

shown in Google Scholar was n=154 and in WorldCat n=1,900. With the terms “AI AND 

recruitment bias” Google scholar reported n=605 results and in WorldCat n=3,900 results were 

shown. “AI hiring AND diversity and inclusion” showed a total of n=79,800 in Google Scholar 

and WorldCat showed n=456 results.  

Table 1 

Literature Search Terms and Boolean Operators Used 

Search Terms WorldCat  Google Scholar 

“AI hiring AND bias” 1,900 154,000 

“AI AND recruitment bias”  3,900 605,000 

“AI hiring AND diversity and inclusion” 456 79,800 

Selection Criteria 

​ As Google Scholar and WorldCat presented a total of n=842,056 results, the need to filter 

articles that included unrelated topics was addressed by applying selection criteria. In order for 

existing literature to be considered, papers had to be written in English and peer reviewed. After 
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this criterion was applied, there was n=745,572 excluded from the initial search between all the 

databases. As there was no country or region chosen for this review, there were no articles 

excluded by the category of country or region. Moreover, as artificial intelligence has been 

embraced by HR professionals since 2018 (Upadhyay, 2018), the chosen literature ranges 

between 2018 and 2025. Once this filter was applied, n=33,438 articles were quickly addressed 

by title looking for relevant keywords.  

Screening & Selection Process 

Because of the considerable number of articles still needed to be filtered, it was important 

that the title of the articles included the topic of interest; AI recruitment and bias. An 

approximation of n=32,635 articles were filtered based on title of relevance. The next screening 

stage was done with n=803 articles; the articles that had the most relevant titles and keywords 

such as hiring bias, AI bias, hiring tools, equity, inclusion, discrimination, artificial intelligence, 

fairness, AI ethics, and mitigation strategies were selected (n=32). After this criteria was applied, 

n=771 articles were excluded. The articles that met the title and keywords criteria (n=32) were 

analysed by their abstract and full text reaching to the final 15 sources that were selected as they 

provided valuable information that will help to answer the research question of this literature 

review.  

Figure 1 

PRISMA 

 

https://www.emerald.com/insight/search?q=Ashwani%20Kumar%20Upadhyay
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From Raw to Analysable Data 

In order to analyse the data from the selected literature, the text of the fifteen articles was 

carefully read and analysed to have a clear understanding of what is the main focus of each 

article. This initial step involved a thorough reading of each literature, taking detailed notes on 

core themes, objectives and outcomes to ensure full comprehension of the articles. 

Simultaneously, a findings table containing the author, keywords, type of research and a general 

overview of the main findings was included for each article. This table was systematically 

constructed to ensure consistency and coherence in the representation of data for all sources. The 
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findings table can be found in Appendix A; aiming at summarizing the findings of each article to 

have a clear overview of the information presented in the analysed literature that will lead to the 

answer of the research question. The findings table in Appendix A serves as a structured tool for 

data organisation providing an easier comparison and synthesis of the literature. 

After the findings table was concluded, the analysis was conducted in a thematic way, as  

three categories that were relevant to answer the research question were found. The thematic 

analysis involved identifying recurrent patterns and clustering them into categories that are 

present in the literature. The categories that were found and that the analysis will focus on are: 

Findings on the Absence of Bias in AI Systems, Findings on the Persistence of Bias in AI and 

Methods of Mitigating Bias While Using AI in Recruitment and Selection Processes. These 

themes emerged organically from the content of the selected articles and were not predetermined. 

This thematic structure facilitates a focused and in-depth discussion aligned with the goal of 

answering the research question. 

Findings 

Patterns found in the literature lead to answer the research question regarding the 

relationship of AI-powered hiring tools and bias. As AI is constantly evolving, the use of AI for 

hiring purposes grows accordingly, leading to organisations and scientific literature lagging 

behind the current state of technology (Cohen, 2019). The adoption of AI-powered recruitment 

tools has enhanced effectiveness in recruitment processes but conflict has risen between humans 

and machines, as the idea that machines will take human’s jobs is often discussed (FraiJ & 

László, 2021). Even though it has been proven that machines have reshaped jobs and replaced 

humans in jobs, the idea of human-technology cooperation looks more appealing nowadays 

(Vivek, 2023). 
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Findings on the Absence of Bias in AI Systems 

Considering the way algorithms are trained as recruiting tools, the studies by Cohen 

(2019), FraiJ and László (2021), Roumbanis (2025) and Vivek (2023) suggest that AI 

recruitment can reduce bias in the recruitment and selection processes. FraiJ and László (2021) 

reported that AI technologies can automate repetitive tasks, reduce human biases, and improve 

efficiency in recruitment leading to unbiased and rapid decision-making. Vendors such as 

HireVue, Retorio and myInterview are used nowadays in order to support organisations aiming 

for a more diverse workforce. These tools are capable of conducting fully automated video 

interviews that are blind to race/ethnicity, race, and gender (Roumbanis, 2025). 

FraiJ and László (2021) reported that AI is intelligently designed so that name, age, 

gender, race, and belief can unbiasedly pass through AI systems. Roumbanis (2025) presents the 

term “meta-algorithmic judgements”, this refers to the process of decision making that human 

recruiters go through when working side-by-side with AI. The decision making of the human 

recruiter is regulated by the organisation but suggestions provided by AI-powered systems are 

considered as well. After the interviews done by Roumbanis (2025), results suggest that the 

future AI recruitment will be automated but always with the support of human discretion; hybrid 

intelligences. This goes hand in hand with Cohen’s (2019) and Vivek’s (2023) ideas that AI can 

reduce bias when it is implemented correctly and with human oversight in order to support 

diversity initiatives by identifying and mitigating unconscious bias. Vivek (2023) specifically 

mentions that human oversight brings understanding, emotional intelligence and ethical 

considerations to the recruitment and selection process and hence, regular audits conducted by 

internal teams or third-party organisations specialised in AI ethics is beneficial for this process. 

Findings on the Persistence of Bias in AI 
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​ As AI-powered tools have revolutionised recruitment, there is also a negative side to 

implementing AI tools in HR recruitment and selection processes. As FraiJ and László (2021) 

highlights “...an algorithm is only as good as the data on which it has been trained” (p.110). The 

problem with artificial intelligence is that it can be unreliable and is often bad at spotting 

subconscious bias – as well as humans – making it difficult to build an AI that checks for blind 

spots when the developers themselves are not aware of them (Cohen, 2019). Albaroudi et al., 

(2024) explain a bias that AI hiring can manifest during the recruitment process. For instance, 

measurement bias is present when AI fails to capture the skills and other traits relevant to the job. 

This means for example, if an organisation keeps hiring white candidates compared to Black 

applicants, AI will associate good performance with being white (Albaroudi et al., 2024).  

The studies by Varsha (2023), Albaroudi et al., (2024), Tilmes (2022), and FraiJ and 

László (2021) mentioned the Amazon discrimination against women case as an example of how 

AI tools fail to represent the entire population. Amazon’s algorithm was trained based on a 

decade of submitted CV’s; predominantly CVs submitted by male applicants leading to 

AI-powered systems to prioritise male-centric-language patterns and discrimination against 

female applicants was seen (Albaroudi, Mansouri & Alameer, 2024). In addition, Tilmes (2022) 

researched discriminatory outcomes in AI hiring processes for applicants with disability. The 

results showed that criteria such as ‘fit’ and ‘employability’ legible to AI is not a neutral process 

as it is influenced by social attitudes and norms. An example of what AI relates to 

‘employability’ is smooth speech, and regular eye contact, making employability a matter of 

body posture and that could bring about bias against people with a certain physical discapacity 

(Tilmes, 2022). Due to employers having less data on past or current disabled employees, AI 

hiring will not recognise or evaluate future disabled applicants as likely to be a good fit (Tilmes, 
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2022). This is an example of how underrepresentation of certain groups in datasets can influence 

the detection pattern of AI for matching processes.  

AI hiring tools present gender and racial bias due to the data used in the training process 

of AI-powered hiring tools (Varsha, 2023). Moreover, the lack of transparency in AI models and 

missing or inadequate regulatory frameworks creates algorithmic bias due to training data 

resulting in AI amplifying societal inequalities (Albaroudi et al., 2024). In order to achieve 

inclusivity in AI hiring, more than algorithmic fairness is needed, as AI overlooks deeper issues 

resulting in bias (Tilmes, 2023).  

Methods of Mitigating Bias While Using AI in Recruitment and Selection Processes 

​ The selected literature proposes different strategies aiming at mitigating algorithmic bias. 

Bhatt (2023), agrees that AI is useful in the first stages of hiring; sourcing and screening. It 

suggested that the use of AI in later stages of the recruitment process is sensitive towards data 

privacy, transparency and defensibility issues (2023). Additionally, Bhatt (2023) and Albassam 

(2023) recognise that it is not about machine versus human recruitment but a cooperative 

recruitment process. Both articles presented human oversight as an important strategy to mitigate 

algorithmic bias and discrimination. AI is expected to cooperate with human capabilities of 

decision-making and selection of candidates instead of replacing human interventions (Bhatt, 

2023).  

Importantly, Ore and Sposato (2022) research concluded limitations on the use of AI not 

only for candidates but also for recruiters. AI-powered recruitment creates fear and distrust 

among recruiters as limitations regarding accuracy and reliability are in question (2022). In 

contrast, the articles by Bhatt (2023) and Albassam (2023) report that AI is a tool that provides 

recruiters with support not only for resume screening, predictive analytics, and virtual reality 
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assessments but also by extending human capabilities in the selection of candidates. These 

authors suggest that it is of extreme importance that AI undergoes a proper human oversight 

process in order to mitigate algorithmic biases. If mitigation of bias is the aim, AI can support 

recruiters by making the process more effective and less time consuming and at the same time, 

recruitrers can support AI by evaluating flaws in order to make the process more fair for all 

candidates.  

Bhatt (2023), Chan (2022) and Ferrara (2024) express the need for a deeper analysis in 

AI tools leading to a better understanding of how AI systems work and other organisational 

interests in order to be able to mitigate bias. Chan (2022) introduces the idea that fairness in AI 

should be a matter of procedural justice with close attention on how and why decisions are made. 

The findings are explained by the Equal Opportunity Merit Principle (EOMP) which suggests 

equal access to job opportunities for all eligible candidates taking into account ethical 

perspectives and hence, considering socio-economic realities (Chan, 2022). In addition to the 

EOMP, Chan (2022) suggests that Explainable AI (XAI) will enhance transparency, 

accountability and trust in AI tools from both parties, recruiters and candidates. XAI is described 

in Chan’s (2022) article as an “human-interpretable description” for users regarding the factors 

leading to an AI-generated decision. Moreover, it is not only about comparing humans to AI but 

also about a close examination of AI systems by paying attention to strengths and weaknesses 

(Gao & Cheung, 2024; Albassam, 2023). Ferrara (2024) presents a mitigation strategy for bias 

data entered in AI systems through data collection, algorithm design and deployment. Solutions 

such as fairness-aware machine learning and transparent model designs to ensure representation 

of the entire population were presented (2024). As Chan (2022) and Ferrara (2024) mentions the 

importance of a deeper analysis of how and why AI decisions are made, Bhatt (2023) suggests 
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that mitigating bias requires evaluation of other organisational interests on the use of AI-powered 

systems based on information security and return on investment (ROI) focusing on fairness on 

later stages of the recruitment process.  

 Findings suggest that mitigation of bias in AI recruitment involves not only HR 

employees but also other stakeholders (Gao & Cheung, 2024; Rigotti & Fischer-Villaronga 2024; 

Hunkenschroer & Luetge 2022). Organisational and policy level interventions are key in 

addressing bias making it managers responsibility to ensure a fair recruitment process. There is a 

need for clear regulations, anti-discrimination protections and ethical standards that have to be 

implemented to be able to have a bias-free recruitment process when using AI. The ethical 

standards will reduce the risk of unfairness, bias, accountability and transparency. The need for a 

better theoretical framework and empirical studies in order to understand how AI can enhance or 

reduce diversity, equity and inclusion (DEI) in the hiring processes is an important factor when 

talking about reducing algorithmic discrimination (2024).  

Discussion  

This literature review examined the relationship of AI-powered tools and bias in the 

recruitment process. By using data that was collected from fifteen sources chosen after applying 

a selection criteria, the aim of this research is to answer the following research question: “How 

do AI-powered recruitment tools relate to bias in candidate selection?”. The studies were 

analysed and findings were analysed in order to answer the research question. 

Findings suggesting that AI is free of bias provided examples of AI tools that are used in 

organisations aiming at a more diverse workforce such as HireVue, Retorio and myInterview. 

These are examples of AI-powered systems that are capable of conducting video interviews that 

are blind to ethnicity, race and gender (Roumbanis, 2025). This means that there are AI systems 
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that have proven to be non-discriminatory against ethnicity, race and gender. An explanation of 

why these AI systems are free of data can be provided by the results of Puyol-Antón’s et al. 

(2021) study. This study introduces the concept of balanced data, defined as the process of 

adjusting the representation of different demographics or categorical groups in a dataset in order 

to ensure equitable training conditions in machine learning (2021). The study reported that AI 

systems containing balanced data can show unbiased results (2021). As AI bias has been found 

to be unbiased, this can be attributed to the data received by the algorithm.   

Conversely, findings that showed that AI is related to bias was presented. Bias in AI 

systems is introduced by humans in the AI-system training process (Kelean, 2023). Measurement 

bias and representation bias are discussed by Albaroudi et al., 2024; highlighting how AI tools 

fail to capture the skills and traits that are important for the job; as well as a failure of 

representation of the entire population. The Amazon discrimination against women in the use of 

AI-systems during recruitment process was discussed in multiple articles as well as 

discrimination against disabled applicants (Albaroudi et al., 2024; LraiJ & László, 2021; Tilmes, 

2022; Varsha, 2023). These examples have demonstrated that AI is related to bias in the 

recruitment process based on the training data received by the algorithm. The Social Cognitive 

Theory by Bandura (1999) explains the role of social context and learned patterns in shaping 

individual cognition and behaviour. The theory supports the explanation of why AI systems 

replicate human biases. It has been found that training data entered in the AI-powered systems 

are introduced by humans, meaning that the training data contains prejudices, stereotypes and 

systematic inequalities ( Bandura, 1999 & Kelean, 2023). Using the perspective of Social 

Cognitive Theory, AI bias emerges as the AI systems imitate human social behaviour introduced 

in the data used to train the algorithm.  
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Furthermore, the last pattern that was recognised after an in depth analysis of the selected 

sources, is ways of mitigating bias during recruitment processes that involve AI-powered tools. 

Results showed that since bias is introduced by humans in the training process of AI systems, 

human oversight is key for a bias free recruitment process as humans bring factors that AI tools 

do not possess; the capability of understanding, emotional intelligence and ethical considerations 

(Vivek, 2023). Recruiters and third parties can be involved in the process of human oversight as 

a way to mitigate bias (Vivek, 2023). In addition, implementing policies and regulations that are 

anti-discrimination and regulating ethical standards are key to achieve a bias-free recruitment 

process (Rigotti & Fischer-Villaronga, 2024). As AI recruitment not only affects applicants but 

also recruiters; it is suggested that in order to mitigate bias it is important to consider the Equal 

Opportunity Merit Principle (EOMP) that considers socio-economic factors as well as ethical 

perspectives aiming at equality on the accessibility of job opportunities for all eligible 

candidates. The use of Explainable AI (XAI) will build trust in recruiters and applicants as it 

encourages transparency, accountability and trust in AI tools (Chan, 2022). Finally, in order to 

mitigate bias Gao & Cheung (2024) suggests that it is necessary to have a better theoretical 

framework and empirical studies to understand the role that AI plays when promoting or 

hindering diversity, equity and inclusion as there are currently inconsistencies in existing 

literature. 

Artificial intelligence is related to bias even though there is proof that existing vendors 

use bias free systems for recruitment as these can contain balanced data. As bias is introduced by 

humans, the mitigation strategies suggested in this research are important to consider as well as 

the cooperation between human recruitment and AI recruitment. The idea of hybrid intelligence 

should be appealing to recruiters as it is important the cooperation between both in order to get 
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bias-free results on the recruitment and selection process. AI is a persistent challenge as 

AI-powered systems relate to bias and factors such as proper training, mitigation strategies and 

more research will only reduce bias.    

Limitations  

This study is a literature review aiming at synthesising existing research regarding the 

relationship of AI-powered systems and bias. This literature review presented the definition of 

the terms ‘hiring bias’ and ‘algorithmic bias’, however, the analysed articles contain different 

definitions. As there is no universally agreed definition of ‘bias’ in AI, the definition of ‘bias’ in 

AI can include data bias, algorithmic bias, and societal bias. When studies use inconsistent 

definitions of key concepts, the challenge to make meaningful comparisons within the studies is 

present as different definitions often lead to different methodologies and this weakens the 

reliability of the study.  

Concurrently, this review focuses on the analysis of past reviews without the inclusion of 

primary data. This means that this study fails to validate the findings that are reported as it relies 

on data quality and interpretations of other researchers. The dependency on data quality and 

interpretations of other studies is a limitation as these can contain error or bias. At the same time, 

this literature review does not generate new knowledge limiting the value in exploring 

unexplored dimensions. 

This literature review selected sources using strict criteria, this means that grey literature 

(literature published outside of academic or commercial channels) reports were filtered out. This 

is a limitation as it narrows the diversity of perspectives regarding ethical standpoints. Language 

is a limitation for this study, as only English articles were analysed leading to this literature 

review to restrict diversity. This is a limitation as there is important information in that this 
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literature is missing as well as methodologies from non-English-speaking articles and this could 

mislead findings into skewed conclusions, under representation of regional studies and limited 

applicability.  

Future research recommendations  

​ After the sources have been analysed, it is clear there is a need for a deeper understanding 

of AI systems bias on marginalised communities. The importance of understanding the long-term 

consequences of AI-powered systems and bias in these communities will lead to a better 

understanding of inequality. Topics on how social mobility, opportunities, and access to 

resources is related to bias is an open field of study (Eubanks, 2017). Subsequently, many studies 

focus on theoretical intervention strategies for bias mitigation but there is space for future 

research to test these strategies and evaluate their effectiveness once they have been applied in 

organisational practices. In order to identify the best context-specific best practices, it is 

important to evaluate the mitigation strategies for AI systems and bias not only in hiring but in 

different fields such as healthcare and criminal justice. Finally, future research should stop 

presenting findings as machine versus humans but instead focus on the cooperation of AI and 

human recruitment (Albaroudi et al., 2024). To illustrate, AI can be useful for sourcing and 

screening by helping the recruiter to make these processes more efficient but for the matching 

stage, human recruiters and AI can work together in order to balance the algorithm with 

emotional intelligence and understanding. This allows future research to investigate how 

successful the term ‘hybrid intelligence’ can be as a new recruitment and selection process 

strategy.  

Theoretical and practical implications 
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After analysing the findings, this research contributes to theory in different ways. Firstly, 

this study supports theories regarding bias in AI-powered systems by defining algorithmic bias 

and giving a better understanding of how algorithms are trained and hence, how bias is reflected 

in the candidate selection process involving AI. At the same time, AI is a growing field and it is 

difficult to keep up with the rapid growth of technology. For this reason, this study adds to theory 

by contributing with a more recent study providing a newer form of information. Finally, this 

study supports Roumbanis' (2025) idea of future hiring processes where hybrid intelligence is 

used as a way to mitigate bias, where AI and human recruitment co-work to achieve fairness and 

bias-free recruitment processes by suggesting this is the future of hiring.  

Moreover, the practical contribution of this study is that by understanding how AI causes 

bias in the hiring process, organisations can use the mitigation strategies from the findings of this 

paper. An example of this is the above mention of hybrid intelligence (Roumbanis, 2025) as well 

as the Explainable AI (XAI) method and the Equal Opportunity Merit Principle (EOMP) guiding 

organisations while the use of AI-powered systems (Chan, 2022). As mentioned in Appendix B, 

interviewees mentioned the importance of human oversight and agreed that hybrid intelligence 

should be used in hiring in order to reduce the risk of discrimination. At the same time, if 

companies use hybrid intelligence, they are less exposed to hire someone who does not fit into 

the culture of the company or the team (Appdendix B, interviewee A). Furthermore, this study 

gives positive and negative insights of AI hiring practices but the negative use can grow 

concerns about algorithmic discrimination and hence, guide policymakers and HR professionals 

in creating stricter guidelines for a responsible use of AI during recruitment processes.  

Conclusion 
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Ultimately, this research highlights the positive and negative relationship of AI-powered 

systems and bias but also ways in which the negative relationship can be mitigated. The study 

provides understanding on how bias is replicated by the algorithm as well as AI systems that are 

currently used and have not shown bias. Findings conclude that there are multiple strategies to 

mitigate algorithmic bias suggesting that it is not about humans versus machines but a 

cooperation between both sides providing their knowledge and skills aiming at the same 

outcome; bias-free recruitment process. 
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Appendix 
Appendix A: Findings table  

 

 

Author (s) 
and Year 

Keywords 
 

Type of research Main Findings 

Albaroudi 
et al., 2024 

Algorithmic bias, Deep learning, 
Curriculum vitae screening, 
Natural language processing, 
Artificial intelligence  

Qualitative Algorithmic bias is often due to training data, lack of 
transparency in AI models, and inadequate regulatory 
frameworks. In order to mitigate bias, some strategies 
include fairness-aware machine learning, bias mitigation 
algorithms, and transparent model design. 
Interdisciplinary collaboration is needed when 
developing ethical AI hiring processes.  

Albassam, 
2023 

HRM technology, Artificial 
intelligence, Recruitment, 
AI-based recruitment strategies, 
Resume screening, Candidate 
matching, Video Interviewing, 
Chatbots, Predictive analytics, 
Gamification, Virtual reality 
assessments, Social media 
screening, Ethics, Legal standards 

Qualitative Resume screening, video interviewing, predictive 
analytics and chatbots, gamification, candidate 
matching, virtual reality assessments and social media 
screening tools are of great use for organisations 
including improved efficiency, cost savings, and better 
quality hires. On the other hand AI hiring raises 
concerns regarding algorithmic bias and discrimination.  

Bhatt, 2023 HR technology, Artificial 
Intelligence and hiring, AI 
adoption, Future of hiring, 
Technology and hiring, Talent 
acquisition 

Empirical Recruiters prioritise information security and return on 
investment when evaluating the utilisation of AI hiring 
tools. AI implementation is suitable at initial stages of 
hiring: the sourcing and screening stages. AI hiring has 
evolved since COVID-19 pandemic making AI hiring a 
common strategy for recruitment processes.   
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Chan, 2022 Artificial intelligence, 
Employment decision-making, 
Bias, Fairness, Equal opportunity, 
Merit, Explainable AI 

Theoretical and 
Conceptual 

 
Based on the equal opportunity merit principle (EOMP) 
and explainable AI (XAI), fairness should be about 
procedural justice — how and why behind decision 
making and not only outcomes. The combination of 
EOMP and XAI will lead to transparency and 
accountability in algorithmic decisions fostering 
candidates' trust in AI tools. AI hiring should be fair and 
explainable in order for organisations to balance 
efficiency with justice.  

Cohen, 
2019 

Human Resource Management, 
Diversity, Talent management, 
Recruitment, Talent 

Qualitative AI can reduce hiring bias when correctly and 
thoughtfully implemented and by hand with human 
oversight in order to achieve ethical outcomes. AI 
provides support for diversity initiatives by identifying 
and mitigating unconscious bias. 

Ferrara, 
2024 

Artificial intelligence, Bias, 
Fairness, Discrimination, 
Mitigation strategies 

Qualitative Bias can be entered into the AI systems through data 
collection, algorithm design, and deployment contexts 
leading to inequalities; mainly towards marginalised 
groups. Bias mitigation strategies are discussed as well 
as organisational and policy-level interventions aiming 
at promoting transparency and accountability in AI 
development and deployment.  

FraiJ & 
László, 
2021 

Artificial intelligence, 
Recruitment process, Staffing, 
Sourcing of Candidates, Human 
bias, Candidate communication   

Qualitative AI technologies can automate repetitive tasks, reduce 
human biases, and improve efficiency in recruitment. AI 
is able to process data similar to human cognition and 
that leads to unbiased and rapid decision-making 
enabling professionals to focus on strategic functions 
within talent acquisition. 
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Gao & 
Cheung, 
2024 

AI recruiting, Diversity, Equity, 
Inclusion, DEI, Workplace, 
Literature analysis 

Qualitative As a result of dividing the research in (1) applicants, (2) 
decision-makers, (3) mixed perspectives and (4) 
algorithms; Gao and Cheung highlight the 
inconsistencies and fragmentation in existing literature 
with the urge to have a better theoretical framework and 
empirical studies to understand AI role when promoting 
or hindering DEI in hiring procedures.  

Hunkenschr
oer  & 
Luetge, 
2022  

Artificial intelligence, Algorithmic 
hiring, Employee selection, 
Ethical recruitment, Ethics of AI, 
Bias of AI 

Qualitative Identifies ethical opportunities and risks in AI 
recruitment such as fairness, bias, accountability and 
transparency. Highlighting the lack of empirical studies 
and the need for specific ethical guidelines and more 
comprehensive theoretical foundations. 

Ore & 
Sposato, 
2022 

Technology, Technology 
management, Technological 
change, AI 

Empirical  The implementation of AI technology in recruitment and 
selection processes is also fraught with risks causing fear 
and distrust among recruiters.    

Rigotti & 
Fischer-Vill
aronga, 
2024 

Fairness, Hiring, Recruitment, 
Discrimination, Data protection, 
Artificial intelligence 

Qualitative Applicants and employers have a different focus 
regarding fairness; employers focus on finding the best 
fit whereas HR practitioners highlight the importance of 
procedural fairness. Rules and regulations on the use of 
AI have to be addressed on anti-discrimination and data 
protection.  

Roumbanis, 
2025 

Artificial intelligence (AI), Human 
judgement and decision-making, 
Hiring and personnel selection, 
Expert recruiters, Expectations 
and imagined futures, Sociology 
of algorithms 

Qualitative AI can help to create unbiased processes but with the 
cooperation of human-AI symbiosis where human 
judgment is key. The future of AI is imagined as 
increasingly automated but always with human 
discretion playing a crucial role within the process.  
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Tilmes, 
2022 

Artificial Intelligence, Fairness, 
Disability, Bias, Justice. 

Qualitative and 
theoretical  

In order to achieve inclusivity in AI recruitment, there is 
the need for more than only algorithmic fairness. A 
deeper understanding of complex realities such as 
disability injustices has to be recognised.  

Varsha, 
2023 

Artificial Intelligence, Bias, 
Vulnerabilities, Responsible AI, 
AI ethics, AI systems. 

Qualitative AI tools in recruitment tend to express and amplify 
societal inequalities, AI hiring bias has demonstrated 
gender, and racial bias, favouring male and white 
applicants due to training data.   

Vivek, 2023 Recruitment landscape, 
Technological advancements, 
modern recruitment, AI-driven 
recruitment, Unbiased 
decision-making 

Qualitative AI hiring could mitigate bias and enhance diversity but it 
might also replicate existing biases if it is not designed 
and monitored in a proper way. In order to do this, 
transparency, regular audits and human oversight is 
required as well as an interdisciplinary collaboration to 
ensure fair and inclusive outcomes when hiring.  
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Appendix B: Interviews  

​ The findings of this study were discussed with two interviewees in order to have insights 

on practical implications. Both interviewees belong to the same department but in order to 

maintain their anonymity they will be addressed as interviewee A and interviewee B. Both 

interviewees work at Applied Medical at the tender and offers department. This department 

consists of 42 people and it is divided into different countries. The interview was conducted to 

the manager of the Spanish team and a team member of the same team.  

Interviewee A 

​ The interviewee demonstrated a general awareness of AI hiring, and acknowledged the 

growing precedes in recruitment and selection processes. She views AI as a powerful tool that 

benefits both recruiters and candidates, particularly making administrative tasks more efficient. 

However, she highlighted that AI should not replace human recruiters in hiring. It was mentioned 

that in-person interviews and personalised engagement remains essential for understanding the 

unique qualities of each candidate. She also highlighted the importance of how human 

interaction allows interveners to assess emotional intelligence, cultural fit, and interpersonal 

attributes; these are factors that algorithms may overlook. She argued that as AI can support 

decision-making, it cannot capture the full spectrum of human behaviour and motivation that is 

critical in team integration.  

​ When asked regarding bias in algorithms, the interviewee was sceptical about the 

statement that AI is neutral. She recognised that as AI is being trained by humans and the data is 

replicated and amplified by the algorithm if it is not carefully managed. She mentioned that AI is 

capable and has the potential of reducing bias by applying consistent criteria and its effectiveness 

depends entirely on the quality and diversity entered during the training process. She expressed 
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that in her opinion, in order for AI to be fair, AI should not only focus on technical qualifications 

but also incorporate personal and cultural dimensions when assessing applicants. Even though 

the company is not involved with AI in hiring, she has expressed concern for greater attention to 

algorithm design and the values embedded within it.  

​ As the findings of this study introduced the term hybrid intelligence, the interviewee was 

asked regarding the opinion in this finding. She fully supports the use of hybrid intelligence 

where AI addresses technical qualifications and skills and human recruiters oversee the 

emotional and ethical dimensions. She believes collaborative approach is especially beneficial 

for roles that require strong interpersonal skills or cultural alignment like her team does. She 

believes that human oversight and policy reinforcement are seen as potentially effective 

strategies for bias mitigation or reduction, nonetheless she would remain cautious about relying 

on these solutions entirely. She expressed that AI can be used in both ways, and candidates can 

apply using fabricated CVs generated by AI tools, hence there is a need for regulation. She 

expressed that based on her experiences on her team, hiring an applicant based on AI can 

negatively affect team dynamics, prolong training, and reduce performance if candidates are 

selected based on flawed or narrow criteria. She views AI tools as a supportive tool rather than a 

replacement, manifesting the need for a balanced approach that preserves the human element. 

Interviewee B 

​ Interviewee B acknowledged having heard of the term “AI hiring” but admits to not 

being familiar with the processes or the algorithms involved. She believes AI is only as neutral 

as the data that it is trained on, emphasising that much of the data is created by humans whose 

perspectives are shaped by social, cultural, and historical influences. She believes AI systems 

may unintentionally reflect or even amplify these biases. In contrast, she believes that neutrality 
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can be reached if AI is fed diverse and inclusive datasets spanning different contexts and time 

periods, arguing that systems are still too limited in scope to make this claim. She thinks AI has 

the potential to reduce bias in hiring but only if systems are carefully designed and implemented. 

At the same time, she manifests that human interaction in hiring is irreplaceable as personal 

conversations allow recruiters to assess values, character, and fit in ways that AI alone cannot. 

​ As well as interviewee A, interviewee B was asked about bias in AI hiring tools. The 

interviewee expresses that AI systems can perpetuate and amplify societal biases, especially 

because historical inequalities in hiring have been encoded into the data that is used to train 

algorithms in a very successful way. She added factors as discrimination based on gender, race, 

age, class and other factors and expressed that even though there are companies working to 

overcome these biases, there are still major challenges that are present. At the same time, she 

expressed concern regarding the potential for AI to unintentionally discriminate hence the 

importance of preventive strategies. Interviewee B, suggested approaches for bias mitigation that 

included diversifying training datasets, regularly testing systems for bias, enforcing transparency, 

and maintaining constant human oversight.  

​ When asked regarding the mitigation strategies suggested in this study, the interview 

expressed support for human oversight and policy enforcement, noting that while potentially 

effective, these are still vulnerable to human bias. For her, it is important to maintain active 

awareness of and objectivity in order to prevent historical biases from influencing decisions. She 

also supported the idea of hybrid intelligence, and expressed that it is an ideal strategy for 

balancing efficiency and fairness in recruitment. To add, ethical standards were mentioned as 

well as regulatory frameworks expressing that AI should be trained on credible, scientifically 

validated sources rather than unchecked online content. She admitted being aware that bias can 
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never be completely eliminated, she believes that it can be significantly reduced with thoughtful 

design, transparent practices and vigilant monitoring. The interviewee expressed the usefulness 

of AI tools as a support for recruitment and it is even better if it is ethically developed and 

carefully supervised, not to replace humans but to aim at fair and inclusive hiring.  

 


