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Abstract 

The increasing integration of artificial intelligence (AI) in advertising, particularly through AI 

voiceovers, raises questions about consumer perceptions compared to human voices. This 

study investigates the effects of voice type (human vs. AI) and pre-exposure (with vs. 

without) on trust in the advertisement, perceived voice effectiveness, and mental effort. A 2x2 

between-subjects design was implemented, involving 161 Dutch-speaking participants who 

were randomly assigned to one of four conditions. Participants listened to a fictional radio 

advertisement either with or without pre-exposure to the voice. Results indicate that human 

voices significantly outperform AI voices in trust and voice effectiveness, emphasizing the 

importance of human-like natural prosody of human speech. Contrary to expectations, pre-

exposure to AI voices did not significantly enhance trust, and voice effectiveness, or reduce 

mental effort, suggesting that brief exposure may be insufficient to overcome inherent biases 

toward artificial voices. Mediation analyses also revealed no significant indirect effects of 

mental effort on trust or perceived voice effectiveness, suggesting that cognitive voice 

processing difficulties alone do not fully explain the observed differences. These findings 

challenge theories like the Mere Exposure Effect and Processing Fluency, which predict that 

familiarity enhances preference and trust. Implications for advertisers include prioritizing 

human voiceovers for trust-building or investing in higher-quality AI voices with improved 

naturalness to bridge the perceptual gap. Future research should explore the role of extended 

or repeated exposure to AI voices, as well as the potential benefits of transparency in 

disclosing AI-generated content to consumers. 

Keywords: AI voiceovers, human voice, advertising, trust, mere exposure effect, 

cognitive load, processing fluency, uncanny valley. 
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AI or Human Voiceover in Ads: How Pre-Exposure Affects Trust in the Advertisement, 

Perceived Voice Effectiveness and Mental Effort 

In recent years, artificial intelligence (AI) has impacted multiple industries, including 

the marketing and advertising sector (Davenport et al., 2019 ; Gao et al., 2023 ; Campbell et 

al., 2022). The market value of AI in marketing worldwide in 2024 is 36 billion US dollars, 

and is estimated to be 107.5 billion US dollars in 2028 (Statista, 2023). Speech technologies, 

in particular, have gained popularity as companies integrate AI voiceovers into their 

marketing strategies (Weitzman, 2023). Voiceovers for advertisements, commercials and 

virtual assistants are being implemented using AI technologies (Amit, 2024). For example, 

supermarket chain Aldi announced their future commercials in The Netherlands will be 

replaced with an AI-generated voiceover (Minczeles et al., 2024 ; Kaat, 2024). Besides the 

new Aldi commercial, many other forms of advertising are nowadays created through text-to-

speech (TTS) (MarketResearch, 2023). With TTS, computers mimic human speech patterns 

by turning text into spoken words (Keim, 2024).  

Next to AI voices being time and cost-efficient (Leif, 2024), it allows companies to 

reach a diverse audience and offer customized content to individuals. This is caused by the 

endless possibilities in languages, genders, accents, and pitch (voicetune.ai, 2024 ; Lovo.ai, 

2024). Moreover, the usage of AI voices can enhance consumer engagement massively, due to 

the creation of more personalised and interactive experiences. This will make content more 

relatable and engaging for listeners (Martin, 2024).  

This rapid technological advancement also has its downsides. First, AI-generated 

advertisements can come across as less authentic, credible, and human (Craig, 2023). AI 

voices may have unnatural sounding prosody (intonation, pitch, rhythm), which leads to 

consumers feeling high levels of eeriness (creepiness) towards the voiceover and therefore the 

advertisement (Schreibelmayr & Mara, 2022b). This may cause an uncanny valley effect, 
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which refers to the unpleasant feelings that people may experience towards human-like robots 

or audio-visual simulations that closely resemble humans, but are not quite realistic (Mori, 

2023 ; Kendall, 2024). The theoretical framework will elaborate on this phenomenon. Second, 

there are ethical concerns, as voices can be mimicked without consent, resulting in identity 

theft (Saumya, 2024). Another concern entails the disappearance of voice actors, according to 

multiple Dutch and international news sites (Pols, 2023 ; Colomé, 2023 ; Taylor, 2024 ; Kaat, 

2024). However, little research has been done yet into the downsides of using an AI-generated 

speech (voicetune.ai, 2024). 

Looking at the general perception and attitude of consumers towards AI, literature 

shows varying results. A survey by tech firm Cognizant observed that only one-third of 

consumers trust AI technologies (Balaratnam, 2024). Also a KPMG survey reveals that 61% 

of individuals are either uncertain about or unwilling to trust AI (Mabbott et al., 2023). A 

study on consumer interpretation of AI in marketing found limited understanding of AI 

communication, likely due to its novelty or the seamlessness of AI interactions that go 

unnoticed (Kumar et al., 2019). Chen et al. (2021) found that consumers largely accepted AI-

driven marketing as inevitable but felt neutral to mildly negative about it, with little impact on 

brand or product perceptions. 

Perceptions of AI marketing remain cautious, with limited understanding and distrust 

(Balaratnam, 2024; Mabbott et al., 2023). Building trust in AI practices, such as AI-generated 

speech in ads, is crucial for consumer engagement and brand loyalty (Chen et al., 2022). 

Although this study did not disclose AI usage beforehand, research shows that transparency 

can boost trust (Kirkby et al., 2023). A Yahoo and Publicis Media survey found that ads 

explicitly stating AI use were 73% more trustworthy, with a 96% rise in overall company trust 

(Yahoo Inc., 2024). 
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When using AI voices in marketing, besides guarding consumer’s trust in the 

advertisement, it is also important to use an effective voice. Voice effectiveness refers to the 

impact of the voice in an advertisement on the listener’s perception and response. It entails six 

quality aspects; clarity, correctness, pleasantness, credibility, persuasiveness, and 

comprehensibility (Rodero, 2012). These aspects show how the advertisement effectively can 

communicate its message, influence the listener’s feelings, and persuade them to respond to 

the ad’s message. The effectiveness of an AI voice significantly influences the overall efficacy 

of advertisements (Wiener & Chartrand, 2014).  

As consumers become more familiar with artificial voices, understanding how they 

process them and respond to them is crucial. In recent years, very few studies have been 

conducted on AI voices in advertising. A study by Emma Rodero (2017) examined how 

human and artificial voices are processed in advertising narratives. The research found that 

human voices are generally more effective than artificial voices in terms of achieving better 

attention, concentration, and recall. It suggests that the natural prosody (intonation, rhythm, 

and stress) of human speech plays a significant role in how voices are processed and 

understood by listeners. While the study did not specifically measure cognitive load, it 

implied that human voices with natural prosody are easier to process cognitively. The natural 

variations in intonation and rhythm make the information easier to follow and understand. It 

also enhances listener engagement and attentiveness to the narrative. The increased 

comprehensibility of human speech reduces the mental effort required for listeners, thereby 

allowing more cognitive resources to be allocated to accurate message encoding. In contrast, 

artificial voices, being less comprehensible, require more concentration and cognitive effort 

(Rodero, 2017). 

A study on the effectiveness of AI voiceovers in short video ads examined participants' 

cognitive load using both subjective (self-report surveys) and objective (eye-tracking, dual-
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task performance) measures. It found that a human voiceover leads to reduced cognitive load 

and boosts purchase intention more than an AI voiceover. It also found that subtitles reduce 

cognitive load and improve ad comprehension, regardless of whether the voiceover is human 

or AI, with the effect mediated by cognitive load (Wang et al., 2024). However, this study 

focused exclusively on advertisement evaluation in terms of ad conversion and purchase 

intention, without specifically assessing the voiceover itself. 

In line with these findings, Gong's (2023) EEG-based study found that brain activity 

responses were greater when participants listened to human voices compared to AI voices. 

Human voices triggered more engagement in brain regions linked to processing, 

comprehension, and working memory, supporting the idea that AI voices increase cognitive 

load. The study suggests further research on familiarizing with AI voices to reduce cognitive 

load and explore long-term effects and adaptation for improved media effectiveness. 

Although research within the advertising context remains limited, studies in other 

contexts have indicated that a human voiceover is not always explicitly preferred. A study 

examining intelligent virtual agents in the context of providing study stress tips found that the 

agent’s AI voice achieved similar levels of trust and likability to the agent’s human voice 

(Abdulrahman & Richards, 2022). This suggests that a synthetic voice could potentially offer 

benefits similar to those of a human voice in fostering trust and likability in interactions. 

Research on explainer videos for students investigated their perceptions of human and AI 

voiceovers, revealing a preference for the human-like voiceover while showing no significant 

negative perception of the AI voiceover (Leong et al., 2023). 

Familiarization or pre-exposure to an AI voice in an advertisement may significantly 

shape how listeners perceive and evaluate the voice (Gong, 2023). Pre-exposure could play a 

critical role in determining how well a voice can be cognitively processed with the listener, 

potentially impacting trust in the advertisement and the effectiveness of the AI voice (Heald & 
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Nusbaum, 2014). A 2024 study compared human and AI voice advertising, considering ad 

duration (8 vs. 30 seconds). It found no significant impact of duration on voice effectiveness 

or attitudes toward the ad. However, human voiceovers led to higher effectiveness and more 

positive attitudes, with most listeners unaware of whether the voice was AI or human (Lu et 

al., 2024). 

Since the difference in comprehension between human and synthetic speech may be 

mediated by the amount of exposure, Lauretta et al. (1990) investigated synthetic telephone 

communication, focusing on message length and structure. They found minimal difference in 

comprehension between human and synthetic speech, with human speech slightly better 

understood. The study suggests that a short introductory message can improve the 

comprehensibility of high-quality synthetic speech in some telephone applications. 

Although the role of exposure in voice processing and comprehension has not been 

extensively explored (Lauretta et al., 1990), it raises important questions about whether 

familiarization with a voice significantly impacts consumer attitudes and advertisement 

effectiveness. While previous research has found that duration does not have a significant 

effect on attitudes or voice effectiveness (Lu et al., 2024), no studies have examined whether 

familiarization with AI-generated voices can positively influence consumer attitudes and, 

consequently, the advertisement. It has been suggested that further research is needed to 

explore the familiarization effects of artificial speech through pre-exposure to the voice, 

which may enhance comprehension, improve processing fluency, and reduce cognitive load 

(Lauretta et al., 1990; Gong, 2023). 

To summarize, despite the growing use of AI speech, little is known about this rather 

new technology and how consumers perceive it compared to human speech, particularly in 

terms of trust and voice effectiveness (Balaratnam, 2024). Enhancing AI voices in advertising 

and learning more about consumer preferences to modify marketing tactics are areas of 
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significant attention (Gélinas-Chebat et al., 1996). Moreover, it remains unclear whether pre-

exposure with the voice can influence these perceptions and may decrease the required 

cognitive load, presenting a gap in the literature that this study seeks to address. Knowing 

which type of voice and exposure is most appropriate in an advertisement is important for 

increasing the consumer experience. Therefore, this study contributes to the literature on 

further developments in AI-generated content. The following research question is formulated: 

“To what extent do the voiceover type (AI versus human) in an advertisement and pre-

exposure to the voiceover affect consumers’ trust in the advertisement and perceived voice 

effectiveness, and how does mental effort mediate these relationships?”. 
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Theoretical framework 

The uncanny valley effect with artificial voices   

To explain why we can have negative feelings toward an artificial voice, the uncanny 

valley theory might be useful. The theory suggests that as robots or objects become more 

human-like, people’s affection for them grows until they reach a point where they are almost, 

but not fully, human, which triggers feelings of eeriness and discomfort. This decline in 

emotional response is called the “uncanny valley”. Once the objects achieve a completely 

human-like appearance, people’s affection for them rises again (Mori, 2023). Mori proposed 

that not only visual features can be the cause of the uncanny valley effect. Also auditory 

features such as the voice can fall into the uncanny valley and have gained small attention 

from researchers in the past. There is a growing body of research on the audio uncanny valley, 

though it is not as extensive as research on the visual uncanny valley (Mitchell et al., 2011, 

Romportl, 2014).  

A study examining how deviations from human voices cause uncanniness in artificial 

voices, suggests that artificial voices can sometimes escape the uncanny valley if they closely 

mimic human voices (Diel & Lewis, 2023). According to another study, the artificial voices 

did not consistently fall into the uncanny valley. In fact, higher ratings of human-likeness in 

the artificial voices were associated with reduced eeriness and increased likability, 

contradicting the typical uncanny valley expectation. However, this effect was not universal 

across all synthesized voices, indicating that certain voices may still evoke unease depending 

on specific features, like intonation, sound and emotion of the voice (Kühne et al., 2020).  

An AI voice that sounds almost human but just not quite, may fall into the uncanny valley. 

The unnatural prosody of an AI voice, such as incorrect intonation, rhythm, or stress, can 

make it sound robotic and awkward (Staff, 2024). According to research, prosodic factors 

play a crucial role in the perceived attractiveness of AI voices, and manipulation of these 
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factors can improve the naturalness of an artificial voice. This includes a moderate and natural 

pace, speech patterns that mimic humans with rising and falling intonations, and an 

appropriate pitch (Wang et al., 2024 ; Hirose, 2019 ; Rodero, 2017).  

 

Processing artificial voices: cognitive and affective routes 

When processing a voice, whether human or artificial, listeners engage in both 

cognitive and affective routes of processing (Schirmer & Gunter, 2017).  

Cognitive route 

The cognitive process of hearing and interpreting a voice involves two key components: 

decoding the message and managing cognitive load. Decoding refers to recognizing speech 

sounds, understanding words, and extracting meaning, engaging brain areas like the auditory 

cortex (Sedivy, 2020 ; Herbert & Pisoni, 2023) Simultaneously, cognitive load reflects the 

mental effort required to process and retain the information, influenced by factors such as 

message complexity, voice clarity, and familiarity with the speech (Lang et al., 2013). 

Together, these processes enable the listener to understand and integrate auditory input 

effectively (Heald & Nusbaum, 2014).   

A theoretical framework supporting this understanding is the Cognitive Load Theory 

(CLT), developed by John Sweller (1988, 2011). CLT explains how information is processed 

and stored in the human brain and categorizes cognitive load into three distinct types: intrinsic 

load, extraneous load, and germane load (Sweller, 1988, 2011). Intrinsic load refers to the 

inherent complexity of the material being processed. Auditory information, such as hearing a 

voice, is considered part of this load.  

Next to consciously processing a new voice, humans can process it subconsciously, even 

when not actively paying attention. It is found that we can even process a new voice during 

our sleep (Ameen et al., 2022). This unconscious processing refers to the brain’s ability to 
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adapt and become familiar with a new voice without conscious effort. When it comes to 

artificial voices, processing them typically demands more cognitive effort than processing 

human voices. This is because artificial voices often exhibit robotic characteristics, which can 

draw attention due to their novelty and unfamiliarity (Schreibelmayr & Mara, 2022b ; Lu et 

al., 2024).  

Voice quality can also influence cognitive load. For example, listening to a creaky voice 

has been shown to increase cognitive load compared to listening to a typical voice. This 

heightened cognitive effort leaves fewer mental resources available for secondary tasks. In 

one study, participants were tasked with reacting to a visual stimulus (secondary task) while 

simultaneously listening to a voice (primary task), demonstrating the impact of voice quality 

on cognitive resource allocation. (Schiller et al., 2023). Human speech is generally more 

comprehensible, which reduces cognitive load and allows listeners to allocate more mental 

resources to accurately encode the message. As a result, when the speech is less 

comprehensible, as is often the case with artificial voices, listeners must exercise more focus 

and mental effort to understand the content (Rodero, 2017). 

Research has shown that hearing a novel, artificial voice requires more intrinsic cognitive 

load, leading to a longer processing time (Rodero, 2017; Wang et al., 2024). According to 

CLT, when intrinsic cognitive load is high, listeners are more likely to make mistakes, 

perform tasks less accurately, and become quickly overloaded with information (Paas & van 

Merriënboer, 2020). In the context of a voiceover in an audio advertisement, this increased 

cognitive load could disadvantage the use of AI voices.  

Pre-exposing participants to the AI voice may reduce the difficulty of decoding the 

message and lower cognitive load, as they become familiar with the voice through prior 

exposure. Cognitively, repeated exposure to a new voice helps listeners to "get used to" it, 

reducing the mental effort required to process and understand the voice. Studies indicate that 
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the benefits of familiarity for speech comprehension can emerge quickly, sometimes within 

minutes of exposure (Weisman & Peña, 2021; Holmes et al., 2021). This reduction in 

cognitive load helps listeners decode the speech with greater ease, which aligns with the 

Processing Fluency Theory (Reber, 2012) explained in the next chapter. This forms the basis 

for the hypothesis that pre-exposure to the AI voice enhances trust in the advertisement and 

perceived voice effectiveness as a result of fluent processing and reduced cognitive load for 

participants. 

 

Affective route 

Pre-exposure to or familiarization with an artificial voice may not only facilitate easier 

cognitive processing but also generate more positive affective responses. The affective route 

of voice processing describes the listener's feelings toward the voice, which can significantly 

impact their attitudes toward the message. Human voices typically evoke positive feelings, 

while artificial voices can provoke unease if their characteristics appear unnatural (Mori, 2023 

; Wang et al., 2024 ; Hirose, 2019 ; Rodero, 2017). However, familiarization through pre-

exposure to AI voices can improve affective evaluations, as listeners develop preferences for 

voices they find familiar (Zajonc, 1968; Nickerson, 2023). 

The Mere Exposure Theory (Zajonc, 1968) suggests that repeated exposure to a stimulus 

increases liking. Attention to the stimulus is crucial for achieving the Mere Exposure effect, as 

research demonstrates that the effect is significant only when participants actively engage 

with the stimulus. Without focused attention, the Mere Exposure effect is not effectively 

triggered, highlighting the need for active engagement to enhance preference and liking for 

the exposed stimuli (Yagi et al., 2009 ; Huang & Hsieh, 2013). The theory implies that the 

more frequently listeners hear an AI voice, the more likely they are to develop a preference 

for it (Nickerson, 2023). The combination of cognitive ease and positive emotional responses 
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highlights the dual impact of familiarization on voice processing. Repeated exposure not only 

reduces cognitive effort but also enhances emotional responses, which can lead to more 

favourable evaluations of both the voice and the advertisement. 

 

Processing artificial voices: bridging routes 

The Processing Fluency Theory (Reber, 2012) connects the cognitive and affective routes 

of voice processing, suggesting that the ease with which information is processed in the 

human mind influences our preferences and judgements. Perceiving speech from a familiar 

talker (human voice) requires fewer cognitive resources compared to unfamiliar voices 

(artificial voice) (Ingvalson & Stoimenoff, 2021 ; McKenzie et al., 2020). This suggests more 

automatic and easier message decoding, resulting in a preference for hearing the easy-to-

process human voice. When a voice is processed more fluently and is more easily decoded, 

due to familiarity, listeners tend to develop positive feelings toward it (Landwehr et al., 2017).  

In this study, participants may find a human voice easier to process due to its inherent 

familiarity, leading to higher trust in the advertisement and enhanced perceived effectiveness 

of the voice. This study suggests that familiarizing individuals to the AI voice, using pre-

exposure, can enhance listeners' evaluations of artificial voices, by increasing familiarity 

(Mere Exposure Theory), reducing cognitive barriers (CLT) and consequently enhancing the 

processing fluency.   

This study specifically examines the effect of pre-exposure on the evaluation of AI-

generated voices, without addressing the impact of pre-exposure on human voices. This focus 

is justified by the increasing adoption of AI-generated voices in advertising contexts 

(Weitzman, 2023 ; Amit, 2024). By investigating the role of pre-exposure exclusively on 

artificial voices, this study addresses a critical gap in the literature on artificial voice 
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processing, contributing to a deeper understanding of how familiarity influences perceptions 

of AI-generated speech. 

 

Trust in the advertisement  

Since trust in AI marketing activities is found to be minimal, consumer trust is crucial for 

companies to control, when using AI speech in their advertisements (Balaratnam, 2024; 

Mabbott et al., 2023). Fostering this trust is essential for companies, as it promotes consumer 

engagement, and enhances brand loyalty (Chen et al., 2022). 

People are more likely to trust human voices, indicating a lack of confidence in voices that 

sound artificial and robotic (Audacy Inc., 2024). Research into human-robot interactions 

found that robotic voices can negatively affect trust. Artificial voices that sound robotic can 

create an impression that the speaker is not to be trusted, which affects the perceived 

credibility of the information provided (Torre & White, 2020b ; Schreibelmayr & Mara, 

2022b). This is because humans have a tendency to trust familiar and easy-to-process 

information, linking back to the Processing Fluency Theory (Reber, 2012). When artificial 

voices deviate from this familiarity, they are perceived as less trustworthy, affecting the 

credibility of the information they convey. This distrust may therefore cause a decreased trust 

in the advertisement and in the company. Consequently, it challenges the brand loyalty and 

consumer engagement.  

However, the quality of an artificial voice significantly influences trust. A study on the 

influence of voice quality concluded that higher-quality artificial voices were more likely to 

be trusted by participants. In the study, high-quality refers to voices that are clear, natural and 

human-like (Chiou et al., 2020). Research has shown that the tone of voice used in AI-

generated advertisements plays a crucial role in shaping client trust and engagement. Formal 
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tones are more effective in fostering trust, whereas humorous tones are better at enhancing 

engagement (Shafiq et al., 2024). 

 

Perceived voice effectiveness 

Voices in audio advertising are a crucial aspect in delivering a message. It has been 

found that it influences how people respond to advertisements, particularly when the listeners 

are not fully attentive to the advertisement (Gelinas-Chebat & Chebat, 1992). When a voice 

works effectively, the message comes across more clearly. This in turn affects the ad efficacy 

(Wiener & Chartrand, 2014). The quality of the voice is found to be important in delivering 

effective audio advertisements. It increases voice effectiveness, recall of the content and 

attitude towards the advertisement (Lu et al., 2024). Using a high-quality voice enhances the 

chances of favourable reactions and evaluations form listeners (Dubey et al., 2018 ; Wiener & 

Chartrand, 2014). When companies start implementing AI voices in advertising contexts, it is 

therefore important to use a high-quality artificial voice.  

Using a high-quality AI voice increases consumer trust and, at the same time, voice 

effectiveness. High-quality in this case describes a clear, natural, human-like voice (Chiou et 

al., 2020). A key feature that differentiates AI voices from human voices is the lack of 

naturalness. The importance of naturalness of an artificial voices has been noted more often in 

artificial voice studies (Duville et al., 2022 ; Rodero & Lucas, 2021). While human voices are 

inherently expressive, with varying pitch, rhythm, and emotional undertones, AI voices often 

struggle to replicate these subtleties, especially in conveying emotion or emphasis. This can 

make AI voices sound robotic and monotone, which may trigger a sense of artificiality for 

listeners. Additionally, AI voices may have slight irregularities in pronunciation or pacing, 

which can disrupt the smoothness and natural flow that human voices naturally provide. The 

absence of these characteristics makes it more apparent to listeners that the voice is artificial, 
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influencing their perception of the advertisement's trustworthiness and effectiveness (Lu et al., 

2024 ; Wang et al., 2024 ; Hirose, 2019 ; Rodero, 2017). Based on the theoretical framework 

and the literature review, the following hypotheses are proposed: 

H1: Participants exposed to a human voice will show higher levels of (a) trust in the 

advertisement and (b) perceived voice effectiveness, compared to participants exposed 

to an AI voice. 

H2: Participants exposed to a human voice, will show lower levels of mental effort 

compared to participants exposed to an AI voice.  

H3: Participants pre-exposed to an AI voice will show higher levels of (a) trust in the 

advertisement and (b) perceived voice effectiveness, compared to participants who did 

not get pre-exposed with the AI voice.  

H4: Participants pre-exposed to an AI voice, will show lower levels of mental effort, 

compared to participants who did not get pre-exposed with the AI voice.  

H5: Mental effort mediates the effect of pre-exposure on (a) trust in the advertisement 

and (b) perceived voice effectiveness. 

 

Conceptual model 

Figure 1 visually represents the current study’s conceptual model with the corresponding 

hypotheses. 

Figure 1 
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Method 

Design 

The experiment had a 2x2 between-subject design with voice type (human versus AI) 

and pre-exposure (with versus without) as independent variables. This resulted in four 

experimental conditions. Participants were randomly assigned to one of four groups and all 

listened to the same 25-second advertisement of a fictional aviation company, of which 

groups 1 and 3 heard a human voice and groups 2 and 4 heard an AI voice. The dependent 

variables are trust in the advertisement, perceived voice effectiveness, and mental effort. 

Moreover, mental effort served as a mediator, as it may explain the process through which the 

voice type and pre-exposure influence the outcomes of the dependent variables. Table 1 

provides an overview of the experimental conditions.  

 

Table 1 

Overview experimental conditions 

Condition         Voice Type         Pre-Exposure 

1                         Human         Without 

2                         AI         Without 

3                         Human          With 

4                         AI         With 

 

Materials  

Stimuli 

Given the researcher’s predominantly Dutch environment, this experiment was 

conducted in Dutch. The survey for the ‘pre-exposure’ condition in groups 3 and 4 included 

an introductory segment during which participants listened to an 18-second audio clip of the 
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voiceover. This segment served as the familiarization phase for this condition. In the audio, 

the voiceover briefly introduces himself to ensure that respondents become accustomed to the 

voice they will encounter again in the subsequent radio commercial.  

Additionally, all participants were exposed to the same 25-second Dutch audio 

commercial of fictional aviation company ‘SkyWings’ (in an either human or AI voice 

depending on the condition group). The audio was presented after the pre-exposure and before 

completing the survey. The ad was created especially for this study to keep control over the 

duration and message content. The scripts of the introductory audio and the advertisement can 

be found in Appendix A. 

The advertisement was recorded by a 25-year old male, who had a standard Dutch 

accent. To create the AI voiceover, text-to-speech program NaturalReader was used 

(NaturalReader, 2024). To minimize the risk of participants’ responses being influenced by 

vocal pitch, voices that sounded similar were utilized, despite one being human and the other 

artificial. The male AI voice in NaturalReader that most closely resembled the human voice 

was selected for this purpose. 

 

Pretest 

A pretest (see Appendix B) was conducted for the survey with a sample size of 16 

participants. The purpose of the pretest was to test the functionality of the random assignment 

of the four condition groups. In addition, instruction and item comprehension, audio clarity, 

survey flow and duration were tested. During the pretest, a female voice was utilized. 

However, based on respondents' evaluations, it became evident that a male voice would be 

more effective for this study. Lastly, the pretest looked at the optimal length of the pre-

exposure message. The researcher asked respondents whether they would have wanted to hear 

the voice in the pre-exposure conditions longer, in order to feel more familiar to the voice. 



20 
 

This was performed with a statement question with a scale ranging from totally disagree (0) to 

totally agree (4). 6 out of the 9 participants in the pre-exposure condition groups, indicated 

that a longer pre-exposure was not needed for better familiarization. The remaining three 

respondents felt neutral about it. After the pretest, the experimental procedure and survey 

questions were corrected.  

 

Procedure 

This experiment was conducted using the online survey platform Qualtrics (see 

Appendix C). All participants gave their informed consent to take part in the study. They 

completed the survey individually, in their private environment, and on their own electronic 

device. After consent, participants were asked demographic questions about their gender, age, 

and educational level. Next, they were asked control questions about their openness to 

technology, familiarity, and experience with artificial intelligence. Afterwards, pre-exposure 

conditions listened to the introductory audio and then continued to the radio commercial. 

Condition groups 1 and 2 did not listen to this audio fragment, as these groups do not have a 

familiarization phase. Afterward, participants of all condition groups listened to a 25-second 

radio commercial of fictional airplane company SkyWings. After listening to the audio, 

participants filled out the survey, which took about 5 minutes. Lastly, participants read the 

debriefing and were thanked for their time. 

Participants 

The required sample size of this study was 178 participants, allocating approximately 

45 participants per condition group. This number was determined through a power analysis 

conducted using G*Power 3.1 software, aiming for a statistical power of 0.80, an effect size 

of 0.25, and a significance level of 0.05. Convenience sampling within the researcher’s direct 
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environment was used for recruiting Dutch participants. Participation was voluntary and 

participants were not compensated financially.  

In total, 201 participants took part in the study, however, not all the participants 

finished the survey. After removing these participants from the dataset, the final sample 

consisted of 161 participants. Out of the 161 participants, 80 were male and 81 female, and 

the age group of 35-44 years old was most prevalent. The distribution of the age and gender 

per condition are shown in table 2. 

 

Table 2 

Age and gender distribution among participants per condition. 

 Age Males Females 

1. human, without  (N=42) 37.8 24 18 

2. ai, without (N=43) 39.0 20 22 

3. human, with (N=42) 33.9 19 22 

4. ai, with (N=34) 36.6 16 18 

Note. Age is expressed in Mean years using the category codes. 

* N=34 for group 4 because relatively more respondents within this group did not 

complete the survey in full and therefore needed removal. 

Measurements  

The dependent variables in this research were trust in the advertisement, perceived voice 

effectiveness, and mental effort. 

Trust in the advertisement 

Trust in the advertisement was based on an existing ADTRUST scale made by Soh and 

colleagues. Originally, the 20-item Likert scale (1= strongly disagree, 7= strongly agree) is 

based on four distinct factors: reliability, usefulness, affect, and willingness to rely on 

advertising (Soh et al., 2009). In the original study participants completed the statement 
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“information conveyed in national advertising is…”. In this study the statement was adjusted 

to “information conveyed in this advertisement is…”, since it is about the one specific ad that 

participants are hearing and not asking about their general perception of advertising.  

Usefulness and willingness to rely on are unrelated to this study, since these look at 

specific outcomes for the ad. As this study uses a fictional brand, there is no need to examine 

this. Therefore, the researcher decided to solely focus on reliability and affect. In the current 

study, the internal consistency of the variable trust in the advertisement (only containing 

factors ‘reliability and ‘affect’) was measured using a reliability analysis within Jamovi 

(version 2.3.). The analysis found a Cronbach’s alpha of .85, indicating a strong internal 

consistency. See table 3 for the modified construct, translated into Dutch. 

 

Table 3 

Trust in the advertisement construct Dutch  

Factor Informatie in deze advertentie 

is… 

Zeer mee oneens               Zeer mee eens 

Reliability 1. Eerlijk 

2. Waarheidsgetrouw 

3. Geloofwaardig 

4. Betrouwbaar 

5. Nauwkeurig 

6. Feitelijk 

7. Volledig 

8. Duidelijk  

  

Affect  9. Sympathiek 

10. Aangenaam 

11. Positief  

  

 

Perceived voice effectiveness 

Voice effectiveness is defined as the ability of the voice to attract attention and 

produce a better effect or result. Six items were adopted from the Rodero et al. (2012) study. 
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The scale had a Cronbach’s alpha of .73, indicating an acceptable internal consistency. The 

scale asks participants how clear, correct, pleasant, credible, persuasive and comprehensible 

the voice in the advertisement was. The average of these variables is the effectiveness index. 

The scale is bi-polar with opposite pairs (1= lowest level, 7= highest). See table 4 for the 

construct translated into Dutch.  

Table 4 

Perceived voice effectiveness construct in Dutch 

 In hoeverre vond je de stem van de advertentie… 

Onduidelijk  

 

 

  1 2 3 4 5 6 7 

Duidelijk 

Incorrect Correct 

Onaangenaam Aangenaam 

Niet geloofwaardig Geloofwaardig 

Niet overtuigend Overtuigend 

Onbegrijpelijk Begrijpelijk 

 

Mental effort 

To measure whether participants experience cognitive load when listening to the 

voiceover, the Paas Mental Effort Rating scale was used. The original scale presents a single 

question: “How much mental effort did you invest in this task?”. Participants then respond 

using a nine-point Likert scale, where 1 represents “very, very low mental effort” and 9 

represents “very, very high mental effort”. Research suggests that among alternatives for 

measuring cognitive load, the Paas scale is mostly preferred (Ouwehand et al., 2021). 

For this study, a single question was asked with a focus on the auditory information 

participants received, namely the fictional radio commercial. “Hoeveel mentale inspanning 

heb je gedaan om naar de advertentie te luisteren?”. The question was accompanied by a 

brief explanation of the definition of mental effort (mental effort refers to the amount of 
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attention, concentration and energy you have to perform to listen to the commercial) to ensure 

that respondents could answer the question correctly.  

Manipulation check 

The survey asks respondents within AI voice-condition groups whether they recognized the 

voice as AI-generated, in order to check the implementation of the manipulation with the AI 

voice.  

Data analysis 

Data analysis was performed using the statistical software Jamovi (version 2.3.0). All 

data from Qualtrics was exported into a .csv file to be analysed in Jamovi. Both the scales 

trust in the advertisement and voice effectiveness were checked for reliability. In this study, a 

p-value of less than 0.05 was considered statistically significant. Skewness and kurtosis 

indicators with values between −1.96 and +1.96 were used to establish the normality of the 

data distribution. Three separate Factorial ANOVAs were used to test trust in the 

advertisement, perceived voice effectiveness and mental effort between the condition groups. 

Additionally, a mediation analysis was conducted utilizing the Generalized Linear Model 

(GLM) Mediation Model within the MEDMOD package in Jamovi. This analysis aimed to 

explore the total, direct, and indirect effects among the mediation effects of mental effort 

(H5).  

 

 

 

 

 



25 
 

Results 

Manipulation check and control variables  

To check whether people in the AI voice conditions quickly recognised the voice as 

AI-generated, they were asked whether they quickly realised this. 43 out of the 67 

respondents within this condition said they immediately recognised the voice as AI. 

Moreover, to check the effectiveness of the pre-exposure for the AI voice, respondents in the 

AI, with pre-exposure condition were asked the question whether they would have preferred 

to hear the introduction longer, in order to get more used to the voice. It showed that 26% 

were neutral and 65% of the respondents within this condition disagreed with the statement ‘I 

would have liked to hear the voice for longer to get more used to it’. Furthermore, all 

respondents were asked about their openness to technology, familiarity and experience with 

AI. Table 5 below shows that respondents mostly agreed with being open to new technologies. 

On average, respondents indicated agreement with being familiar with AI. Finally, they 

indicated that they averagely agreed with the statement of having experience with AI.  

 

Table 5 

Descriptives statistics for control variables  

 Mean Median SD 

Openness to technology 3.29 3 0.77 

Familiarity with AI 3.08 3 0.80 

Experience with AI 2.66 3 0.99 

Note: The total N=161. All three variables ranged from 0 (totally disagree) to 4 

(totally agree) 

 

Table 6  

Descriptive statistics of the dependent variables per condition group 
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 Voice type                          Pre-exposure 

  Without With 

  N            M (SD) N            M (SD) 

Trust in the advertisement Human 42          3.82 (0.90) 43           3.64 (0.93) 

 AI 42          3.13 (0.73) 34           3.38 (0.80) 

Voice effectiveness Human 42          5.21 (0.99) 43           5.39 (0.90) 

 AI 42          4.84 (0.75) 34           5.16 (0.96) 

Mental effort  Human  42          2.74 (1.86) 43           2.91 (1.41) 

 AI 42          3.38 (1.75) 34           3.24 (1.54) 

Note. The total N=161. Trust in the advertisement ranges from 0-6, Voice 

effectiveness ranges from 0-6, Mental effort ranges from 0-8. 

 

Trust in the advertisement 

A Factorial ANOVA was used to test hypotheses H1a and H3a. There was a main 

effect of voice type: F(1, 157) = 12.67, p <.001, partial η2 =0.08. Trust ratings were higher for 

human voices (M=3.73, SE=0.09) than for AI voices (M=3.26, SE=0.10). These results 

support H1a, indicating that participants perceive human voices as more trustworthy. There 

was no main effect of pre-exposure: F(1, 157)= 0.08, p=.78, partial η2= 0.00. Participants pre-

exposed to the voices, both AI and human (M=3.51, SE=0.10) did not show significantly 

higher trust ratings than those who were not pre-exposed (M=3.48, SE=0.09). Finally, no 

significant interaction effect was found between voice type and pre-exposure: F(1, 157)= 

2.48, p=.12, partial η2 = 0.02. Pre-exposure did not significantly moderate the effect of voice 

type on trust ratings. 

Although the interaction between voice type and pre-exposure was not significant 

(p=.12), the simple main effect of pre-exposure, specifically with an AI voice on trust ratings 

in comparison with no-pre-exposure with the AI voice was tested. There was no significant 

effect of pre-exposure on trust in the advertisement within the AI voice condition, F(1, 157) = 

1.62, p = .205, partial η2 = .01. Participants who were pre-exposed to the AI voice (M=3.38, 

SE=0.15) did not significantly differ in trust levels compared to participants who were not 
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pre-exposed to the AI voice (M=3.13, SE=0.13). The estimated difference was b = 0.25, SE = 

0.20, 95% CI [−0.14, 0.63], t(157) = 1.27, p = .205. Therefore H3a is not supported. 

To conclude, the findings provide partial support for the hypotheses. H1a is supported, 

highlighting that human voices elicit greater trust in advertisements than AI voices. This 

aligns with prior research suggesting that humanized elements enhance perceived 

trustworthiness (Audacy Inc., 2024, Torre & White, 2020b ; Schreibelmayr & Mara, 2022b). 

In contrast, the analysis does not provide evidence to support H3a (pre-exposure to an AI 

voice increases trust in the advertisement). Although the mean trust score for participants with 

pre-exposure was slightly higher, this difference was not statistically significant. Additionally, 

the lack of a significant interaction effect implies that pre-exposure does not moderate the 

relationship between voice type and trust levels.  

 

Perceived voice effectiveness  

A Factorial ANOVA was used to test hypotheses H1b and H3b. There is no main effect 

of voice type: F(1, 157) = 4.46, p =.036, partial η2 =0.03. Human voices (M=5.30, SE=0.10) 

were rated as significantly more effective than AI voices (M=5.00, SE=0.10). This supports 

H1b, indicating that participants perceived human voices as more effective than AI voices. 

There was no main effect of pre-exposure: F(1, 157)= 3.02, p=.084, partial η2 =0.02. 

Participants pre-exposed to AI voices (M=5.27, SE=0.10) did not significantly differ in their 

ratings of voice effectiveness compared to those not pre-exposed (M=5.03, SE=0.10). Finally, 

there was no significant interaction between voice type and pre-exposure: F(1, 157)= 0.221, 

p=.639, partial η2 = 0.001. This indicates that pre-exposure did not moderate the effect of 

voice type on perceived voice effectiveness. 

Although the interaction between voice type and pre-exposure was not significant 

(p=.639), the simple main effect of pre-exposure, specifically with an AI voice on voice 
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effectiveness ratings in comparison with no-pre-exposure with the AI voice was tested. There 

was no significant effect of pre-exposure on perceived voice effectiveness within the AI voice 

condition, F(1, 157) = 2.30, p = .132, η²p = .014. Participants who were pre-exposed to the AI 

voice (M= 5.16, SE=0.96) did not significantly differ in perceived voice effectiveness 

compared to participants who were not pre-exposed to the AI voice (M= 4.84, SE= 0.75). The 

estimated difference was b = 0.32, SE = 0.21, 95% CI [−0.10, 0.73], t(157) = 1.52, p = .132. 

Therefore H3b is not supported. 

To conclude, the results provide partial support for the hypotheses. Participants 

perceived human voices as more effective than AI voices, which supports H1b. However, the 

analysis does not provide evidence to support H3b (pre-exposure to an AI voice increases 

perceived voice effectiveness). Although the mean perceived effectiveness was slightly higher 

for pre-exposed participants, this difference was not statistically significant. Furthermore, the 

lack of a significant interaction effect indicates that pre-exposure does not moderate the 

influence of voice type on perceived voice effectiveness.  

Mental effort 

A Factorial ANOVA was used to test hypotheses H2 and H4. There is no main effect of 

voice type: F(1, 157) = 3.44, p =.066, partial η2 =0.021. Mental effort was marginally higher 

for AI voices (M=3.31, SE=0.19) than for human voices (M=2.82, SE=0.18). While the trend 

aligns with H2, the effect was not statistically significant. There is no main effect of pre-

exposure: F(1, 157)= 0.00, p=.965, partial η2 =0.00. Mental effort ratings were similar for 

participants with pre-exposure (M=3.07, SE=0.19) and without pre-exposure (M=3.06, 

SE=0.18). Finally, there was no significant interaction effect found between voice type and 

pre-exposure: F(1, 157)= 0.360, p=.549, partial η2 = 0.002. Pre-exposure did not moderate the 

relationship between voice type and mental effort. 
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Although the interaction between voice type and pre-exposure was not significant 

(p=.549), the simple main effect of pre-exposure, specifically with an AI voice on mental 

effort ratings in comparison with no-pre-exposure with the AI voice was tested. There was no 

significant effect of pre-exposure on perceived voice effectiveness within the AI voice 

condition, F(1, 157) = 0.15, p = .703, η²p = .001. Participants who were pre-exposed to the AI 

voice (M= 3.24, SE= 1.54) did not report significantly lower mental effort compared to 

participants who were not pre-exposed to the AI voice (M= 3.38, SE= 1.75). The estimated 

difference was b = −0.15, SE = 0.38, 95% CI [−0.90, 0.61], t(157) = −0.38, p = .703. 

Therefore H4 is not supported. 

To conclude, the results do not support either hypotheses. Although the simple effects 

plot showed a trend that could visually support the direction H2 and H4, this effect was not 

statistically significant. Although mental effort tended to be higher for AI voices compared to 

human voices, this effect was not statistically significant, failing to support H2. The simple 

main effect analysis did not provide sufficient evidence to support H4. Specifically, within the 

AI voice condition, participants who were pre-exposed to the AI voice (M = 3.24) did not 

report significantly lower mental effort compared to those who were not pre-exposed (M = 

3.38). Although the mean mental effort was slightly lower for pre-exposed participants, this 

difference was not statistically significant. Furthermore, the lack of a significant interaction 

effect indicates that pre-exposure does not moderate the influence of voice type on mental 

effort. 

Mediation by mental effort  

A mediation analysis was conducted to test whether mental effort mediated the 

relationship between pre-exposure and trust in the advertisement (H5a). Non-parametric 

bootstrapping with 5000 samples and a 95% confidence level was used. This approach 
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ensures that you get more accurate and robust estimates of the indirect effect (mediation) 

without relying on restrictive assumptions about the data distribution. 

The results showed no significant indirect effect, b = 0.00, SE = 0.02, 95% CI [−0.03, 

0.03], z = 0.03, p = 0.977. Additionally, the direct effect of pre-exposure on trust in the 

advertisement was not significant, b=0.05, SE=0.14, z=0.38, p=.703. These findings indicate 

that mental effort does not mediate the relationship between pre-exposure and trust in the 

advertisement and therefore failed to support H5a.  

A mediation analysis tested whether mental effort mediated the effect of pre-exposure 

on voice effectiveness (H5b). While mental effort was a significant predictor of perceived 

voice effectiveness (b=-0.09, p=.043), the indirect effect of pre-exposure on voice 

effectiveness through mental effort was not significant (b=0.00, 95% CI [-0.04, 0.04], 

p=.977). The direct effect of pre-exposure on voice effectiveness approached significance 

(b=0.26, p=.064). These results suggest that mental effort does not mediate the relationship 

between pre-exposure and perceived voice effectiveness in this sample and therefore fail to 

support H5b. 

 

Table 7 

Tested hypotheses  

H1a Participants exposed to a human voice, will show higher levels of 

trust in the advertisement compared to participants exposed to an AI 

voice 

Supported  

H1b Participants exposed to a human voice, will show higher levels of 

perceived voice effectiveness compared to participants exposed to an 

AI voice 

Supported  

H2 Participants exposed to a human voice, will show lower levels of 

mental effort compared to participants exposed to an AI voice 

Unsupported  

H3a Participants pre-exposed to an AI voice, will show higher levels of 

trust in the advertisement, compared to participants who did not get 

pre-exposed with the AI voice 

Unsupported  
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H3b Participants pre-exposed to an AI voice, will show higher levels 

perceived voice effectiveness, compared to participants who did not 

get pre-exposed with the AI voice 

Unsupported  

H4 Participants pre-exposed to an AI voice, will show lower levels of 

mental effort, compared to participants who did not get pre-exposed 

with the AI voice 

Unsupported  

H5a Mental effort mediates the effect of pre-exposure on trust in the 

advertisement  

Unsupported  

H5b  Mental effort mediates the effect of pre-exposure on perceived voice 

effectiveness  

Unsupported  
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Discussion 

This study investigated the effects of voice type and pre-exposure on trust in the 

advertisement, perceived voice effectiveness and mental effort in the context of an audio 

advertisement. Lastly, it looked at the mediating role of mental effort in this relationship. An 

overview of the tested hypotheses including outcomes can be found in table 7.  

 

Trust in the advertisement 

Fostering consumer trust in AI practices, such as AI-generated speech in 

advertisements, is essential, as it promotes consumer engagement, and enhances brand loyalty 

(Chen et al., 2022). As AI speech technologies are increasingly popular in advertising 

contexts, the first hypothesis in this study examined the difference in levels of trust in the 

advertisement between human and an AI voiceover. The results showed that human voices 

elicited significantly higher trust in the advertisement than AI voices, supporting H1a. This 

finding is consistent with prior research emphasizing that human voices are generally more 

trusted than artificial ones. Robotic-sounding AI voices can undermine credibility and reduce 

trust in the information provided (Torre & White, 2020b; Schreibelmayr & Mara, 2022b ; 

Audacy Inc., 2024). 

This outcome aligns with Processing Fluency Theory (Reber, 2012), which suggests 

that people find familiar stimuli easier to process. Participants likely perceived the human 

voice as more trustworthy due to its familiarity. In contrast, artificial voices that deviate from 

this familiarity are often seen as less credible, undermining trust in the information they 

convey. This distrust can diminish confidence in the advertisement and the company, 

ultimately challenging brand loyalty and reducing consumer engagement. 

It is evident that voice quality plays a crucial role in influencing trust, as highlighted in 

both this study and Chiou et al.’s (2020) study. Chiou's study demonstrated that higher-quality 

artificial voices are more trusted than lower-quality artificial voices, underscoring the 



33 
 

importance of enhancing artificial voice quality. Our study extends this understanding by 

showing that human voices are generally more trusted than artificial voices, regardless of their 

quality. These complementary findings suggest that while improving artificial voice quality is 

essential for building trust, the inherent trust associated with human voices cannot be 

overlooked. Therefore, when implementing AI-generated speech in advertisements focusing 

on the quality of artificial voices is a critical consideration for maximizing trust. 

 

Perceived voice effectiveness 

Given the fact that the effectiveness and quality of a voice influences listener’s 

feelings and perceptions and consequently ad efficacy (Wiener & Chartrand, 2014), this study 

examined the difference in levels of perceived voice effectiveness between human and an AI 

voiceover. The findings revealed that participants perceived human voices as significantly 

more effective than AI voices, supporting H1b. This builds on previous studies that saw that 

voices in audio advertising are a crucial aspect in delivering a message, as they influence how 

people respond to advertisements (Gelinas-Chebat & Chebat, 1992).  

The study's findings align with previous research indicating that the quality of a voice 

is crucial in delivering effective audio advertisements (Lu et al., 2024). A clear and engaging 

human voice can improve recall of the content and clarity of the message, as listeners are 

more likely to pay attention and retain information presented in a natural and expressive 

manner. AI voices, despite advancements, may still fall short in this area due to their relatively 

limited ability to convey emotion and emphasis. Favourable evaluations from listeners are 

more likely when the voiceover is of high quality (Dubey et al., 2018 ; Wiener & Chartrand, 

2014). This is true for both human and AI voices; however, the inherent naturalness and 

expressiveness (rhythm, intonation, stress) of human voices are superior. 
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Mori’s (2023) Uncanny Valley Theory provides further insights into this perceptual 

gap. AI voices that sound almost human, but not quite, can fall into the uncanny valley, 

especially when their prosodic features seem slightly off. Such deviations can make the voice 

sound robotic or awkward, contributing to a sense of unease and reducing perceived 

effectiveness (Staff, 2024). Research on the audio uncanny valley has shown that 

manipulating prosodic factors can improve the naturalness of artificial voices, making them 

more relatable and effective (Wang et al., 2024; Hirose, 2019; Rodero, 2017).  

However, despite these advancements, participants in the study likely found human 

voices more natural and relatable, leading to higher perceived effectiveness. This outcome 

highlights the importance of naturalness in voice effectiveness (Duville et al., 2022; Rodero & 

Lucas, 2021). While high-quality AI voices can still be effective (Chiou et al., 2020), there 

remains a perceptual gap that they need to overcome to match the effectiveness of human 

voices. 

 

Effects of pre-exposure  

The lack of a significant effects of pre-exposure on trust in the advertisement (H3a 

unsupported) and perceived voice effectiveness (H3b unsupported) indicates that merely 

introducing participants to an AI voice prior to the main advertisement does not substantially 

enhance voice evaluations. These findings align with the Processing Fluency Theory (Reber, 

2012), which suggests that the ease of processing information influences preferences and 

judgments. Human voices, being inherently more familiar, require fewer cognitive resources 

to process compared to artificial voices (Ingvalson & Stoimenoff, 2021; McKenzie et al., 

2020), leading to higher trust and perceived effectiveness. Despite the Mere Exposure Effect 

(Zajonc, 1968), which posits that repeated exposure should enhance positive evaluations, this 

study’s results indicate that familiarity alone may not be sufficient. 
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While studies like Nickerson (2023) suggest that repeated exposure can increase liking 

and acceptance of AI voices, the brief pre-exposure used in this study was insufficient to 

achieve this outcome. Moreover, the lack of a significant interaction effect between voice type 

and pre-exposure suggests that the perceived effectiveness of AI voices remains lower than 

that of human voices, regardless of prior exposure. This aligns with findings by Lu et al. 

(2024), who observed that AI voices consistently lag behind human voices in terms of 

effectiveness. 

Prior research (Weisman & Peña, 2021; Holmes et al., 2021) has demonstrated that 

even brief exposure to new stimuli can improve familiarity and reduce discomfort. Although 

65% of participants indicated that they did not feel it was necessary to extend the duration of 

the pre-exposure to become accustomed to the voice, the lack of a significant effect of pre-

exposure in this study suggests that the duration and context of exposure may be critical 

factors. The brief pre-exposure in this study may not have been sufficient to overcome the 

inherent challenges of synthetic voices.  

Also, it was found that participants reported relatively high familiarity with AI 

(M=3.08) and openness to technology (M=3.29), referring to already formed opinions about 

artificial voices which diminishes the impact of the pre-exposure. Moreover, the context of 

pre-exposure (listening to an introduction) might not have aligned with the context of the 

subsequent radio commercial evaluation. If the voice was perceived differently in these 

contexts, the effect of pre-exposure may have been mitigated.  

Additionally, the cognitive demands of processing an artificial voice may still limit 

trust and perceived effectiveness, highlighting the importance of both familiarity and 

processing fluency. This focus on artificial voices addresses a critical gap in the literature, 

reflecting the increasing use of AI-generated voices in advertising contexts (Weitzman, 2023; 
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Amit, 2024), and contributes to a deeper understanding of how familiarity influences 

perceptions of AI-generated speech. 

 

Mental effort  

The hypothesis that human voices would result in lower mental effort compared to AI 

voices (H2) was not supported. While the trend suggested that AI voices required slightly 

more cognitive effort, the difference was not statistically significant. This partially aligns with 

research suggesting that synthetic voices demand greater cognitive resources due to their 

robotic intonation and occasional irregularities (Rodero, 2017; Schiller et al., 2023). However, 

advancements in AI voice technology may have mitigated these effects, resulting in 

comparable mental effort ratings for both human and AI voices. This finding contrasts with 

Cognitive Load Theory (Sweller, 1988), which posits that stimuli requiring additional 

cognitive processing should result in higher mental effort. 

Similarly, pre-exposure did not significantly reduce mental effort for participants 

exposed to AI voices (H4 unsupported). While studies suggest that familiarity can ease 

cognitive load (Weisman & Peña, 2021), the brief pre-exposure used in this study may not 

have provided sufficient time for participants to adapt to the AI voice. The lack of significant 

effects of pre-exposure on any of the dependent variables indicates that brief familiarization 

with synthetic voices is insufficient to overcome their inherent limitations. While pre-

exposure has been shown to enhance familiarity and reduce cognitive barriers in other 

contexts, its impact may be constrained in the context of AI voices. A possible explanation for 

this might be that if participants were not actively engaging with the content during the pre-

exposure phase, the Mere Exposure effect might not have been triggered effectively. Prior 

studies have shown that a lack of attention to the stimulus can diminish the impact of the 

Mere Exposure effect (Yagi et al., 2009 ; Huang & Hsieh, 2013).  
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Moreover, the absence of a significant interaction effect between voice type and pre-

exposure suggests that intrinsic qualities of the voice, such as clarity and naturalness, remain 

more influential than familiarity in determining cognitive effort. These findings underscore 

the importance of voice quality in reducing cognitive demands. Wang et al. (2024) highlighted 

that factors such as subtitles may play a greater role in easing mental effort than pre-exposure 

alone. This suggests that advertisers aiming to use AI voices should focus on enhancing the 

intrinsic naturalness and comprehensibility of the voice to minimize cognitive barriers, 

potentially by incorporating contextual aids like subtitles. 

 

Mediation by mental effort 

The mediation analysis revealed no significant indirect effects of mental effort on trust 

in advertisements (H5a unsupported) or perceived voice effectiveness (H5b unsupported). 

These findings suggest that mental effort does not play a mediating role in the relationships 

between pre-exposure and the dependent variables. While mental effort was a significant 

predictor of perceived voice effectiveness, the indirect effect of pre-exposure on effectiveness 

through mental effort was not significant. This indicates that while mental effort influences 

voice evaluations, pre-exposure does not sufficiently impact mental effort to mediate these 

relationships. 

These results challenge prior theoretical frameworks, such as Processing Fluency 

Theory (Reber, 2012), proposing easier-to-process stimuli are more likely to be trusted and 

positively evaluated. This implies that reduced cognitive load enhances evaluative judgments. 

Although processing fluency may contribute to trust and effectiveness ratings, the brief pre-

exposure in this study did not significantly change mental effort levels to facilitate such 

effects. A possible explanation for this outcome is that pre-exposure might not have 

sufficiently increased processing fluency to influence subsequent evaluations. Additionally, 
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the participants may not have perceived the AI voice as cognitively demanding even without 

pre-exposure, making it challenging to observe significant difference.  

 

Implications 

Firstly, the study breaks through the limitations of existing research on AI voices in the 

advertising context. Prior literature has predominantly focused on advertisement evaluations 

rather than assessing the AI voice specifically, lacking crucial insights of consumer’s 

perceptions on artificial voices (Wang et al., 2024). Also limited attention has been given on 

the influence of familiarization of a voice and whether this has an impact on voice evaluations 

(Lauretta et al., 1990 ; Gong, 2023). Moreover, this study contributes to the growing body of 

literature on the use of AI voices in advertising, addressing gaps in understanding how 

consumers perceive and process artificial voices compared to human voices. The findings 

suggest that the Mere Exposure Effect and Processing Fluency Theory may not universally 

apply to AI voices in advertising, challenging the assumption that repeated exposure will 

automatically increase trust and perceived effectiveness. This calls for a refinement of the 

theoretical model, incorporating more nuanced factors like voice quality or gender and 

context or duration of exposure. 

From a practical standpoint, the findings suggest that human voices remain more 

effective to use in advertising. Advertisers considering AI voiceovers should focus on the 

quality of AI voices, by enhancing naturalness and human-likeness, to bridge the gap in trust 

and perceived effectiveness. The study’s findings on the limited impact of pre-exposure 

suggest that brief exposure may not be enough to reduce cognitive load for AI voices. 

Researchers could explore longer or repeated exposure strategies to familiarize audiences with 

AI voices, potentially improving their effectiveness over time.  
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Limitations and future studies 

A limitation of this study that needs consideration is the fact that mental effort was 

only measured subjectively. Self-report may cause participants responses being biased due to 

misinterpretation, self-over- or self-under-estimation. This affects the validity of the results. In 

the future, researchers should minimise these biases by using additional objective 

measurements to test pre-exposure effects on mental effort, like performed in the Wang et al. 

(2024) study, using eye-tracking and dual-task performance.  

Another limitation of this study is that it did not directly examine the quality of the AI 

voice used, despite evidence suggesting that higher-quality AI voices, which are clearer, more 

natural, and human-like, significantly enhance trust and perceived effectiveness (Chiou et al., 

2020 ; Lu et al., 2024). The chosen AI voice may have lacked essential features such as 

natural intonation, emotional expressiveness, and seamless pronunciation, which are known to 

make synthetic voices more relatable and engaging to listeners (Wang et al., 2024; Hirose, 

2019 ; Kühne et al., 2020 ; Rodero, 2017, 2021). This potentially limited the generalizability 

of the findings to more advanced synthetic speech technologies. Future research should 

incorporate quality assessments of AI voices to better understand their impact on voice 

evaluations. This would provide a more nuanced view of how voice quality interacts with 

consumer perceptions and cognitive effort. 

While the study's sample size was determined through a power analysis (statistical 

power of 0.80, effect size of 0.25, and α = 0.05), ensuring sufficient power for detecting 

medium-sized effects, it is important to note that subtler effects might not have been detected. 

For instance, the hypothesized effect of pre-exposure on mental effort, which showed a trend 

in the expected direction but did not reach statistical significance, might benefit from a larger 

sample size to clarify these relationships. Future research could increase the sample size to 

improve sensitivity to subtle effects, especially in exploratory analyses. Nonetheless, the 
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current sample size was adequate for the primary research aims, supporting reliable 

conclusions about the main effects. 

Additionally, this study did not directly assess participants' emotional reactions to AI 

voices, leaving the role of uncanny valley effects speculative. Future studies should include 

measures for affective responses to AI voices, such as eeriness or discomfort, to directly 

evaluate uncanny valley effects. 

This study focused on Dutch-speaking participants, which may limit the 

generalizability of findings across different languages and cultures. Notably, there has been 

limited research specifically investigating how cultural differences influence perceptions of 

AI and human voices, particularly in the context of AI voice processing. Future research could 

address this gap by exploring how these perceptions vary across different languages and 

cultural settings.  

Lastly, since the majority of respondents in the current study (43 out of 67) recognized 

that they were listening to an AI voice, it would be wise for companies to be transparent about 

this from the beginning. Research has shown that consumer trust can increase by 

implementing AI disclosure (Kirkby et al., 2023, Yahoo Inc., 2024). This study did not 

disclose the AI nature of the voice until after participants completed the survey, to avoid 

biasing participant’s responses. Future research could explore whether prior disclosure of the 

AI voice impacts voice evaluations, providing valuable insights into the role of transparency.  

 

Conclusion 

Overall, the results imply that the preference for human voices in advertising remains 

superior, even when attempts are made to familiarize consumers to the artificial voice. Human 

voices consistently outperformed AI voices in terms of trust and effectiveness, underscoring 

the continued preference for natural speech in advertising contexts. This study advances our 
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understanding of consumer perceptions of AI-generated voices in advertising, emphasizing 

the critical role of voice quality and familiarity. While there is still much to learn, the findings 

of this study contribute to a deeper understanding of AI voice perception in the advertising 

context, and open exciting opportunities for future research and innovation in this rapidly 

evolving area. 
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Appendix A 

Scripts 

Dutch script of the introductory audio: 

“Hoi. Ik ben jouw voiceover vandaag. Ik spreek regelmatig commercials in voor op de radio 

of tv. Dit doe ik voor verschillende bedrijven, maar vandaag zul je mijn commercial voor 

luchtvaartmaatschappij SkyWings luisteren. Veel luisterplezier!” 

 

Dutch script of the radio advertisement:  

“Bij SkyWings draait reizen om meer dan alleen je bestemming… het start al bij de ervaring 

onderweg. Of je nu reist voor werk of ontspanning, wij bieden je comfort, service en een 

warm welkom aan boord. Boek nu jouw droombestemming voor 2025 bij SkyWings en 

ontvang onze vroeg boek-korting! SkyWings. Vlieg verder, beleef meer.” 
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Appendix B 

Pre-test survey 

Hallo! 

 

Je bent uitgenodigd om deel te nemen aan mijn onderzoek. Mijn naam is Koosje Bogers en ik 

studeer momenteel de Master Communication & Information Sciences aan de Universiteit  

van Tilburg. 

 

Voor mijn scriptie doe ik onderzoek naar voice-overs. Hiervoor heb ik jouw hulp nodig! Ik  

ben benieuwd naar jouw mening na het beluisteren van een korte radio commercial van een  

vliegtuigmaatschappij. Na het beluisteren van de commercial duurt het invullen van de  

enquête ongeveer 3 minuten. De enquête bevat GELUID, dus zet je koptelefoon op of zet het  

volume harder. 

 

Jouw deelname is vrijwillig en blijft geheel anoniem. De data die via deze enquête wordt 

verzameld, zal alleen worden gebruikt voor dit onderzoek en zal naderhand worden 

verwijderd. Je zal me enorm helpen met je bijdrage, ontzettend bedankt! 

 

Groetjes, 

 

Koosje 

 

Als je akkoord gaat met deelname aan dit onderzoek, klik dan op ‘doorgaan’ 

 

 

Prior survey questions are identical to the final survey questions described in appendix B. 

 

 

Ten slotte ontvang ik graag jouw feedback op deze enquete. 

Waren de instructies duidelijk? 

Ja  

Nee, … * 

 

Ervaarde je enige problemen met het afspelen van de audio? 

Ja, … * 

Nee  

 

Was de audio goed verstaanbaar? 

Ja  

Nee, … * 

 

Je hoorde een vrouwelijke stem in de audio. In hoeverre ben je het eens met de volgende  

stelling: 
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"Als er een mannelijke stem was gebruikt, had dit mijn mening over de radio 

commercial veranderd" 

 

Zeer oneens 

Oneens 

Neutraal 

Eens 

Zeer eens  

 

Was er een begrip of term wat niet goed genoeg was uitgelegd waardoor je de enquête niet 

goed hebt kunnen invullen? 

 

Ja, … * 

Nee  

 

De audio die je hoorde was een AI-stem. Had jij dit meteen door?     

Ja 

Nee 

Na een tijdje  

 

Note: only applicable for condition groups 2 and 4 

 

De stem die je hoorde was gecreëerd met artificial intelligence (AI). In hoeverre ben je het 

eens met de volgende stelling: 

 

"Als er een menselijke stem was gebruikt, had dit mijn mening over de radio 

commercial veranderd." 

 

Zeer oneens 

Oneens 

Neutraal 

Eens 

Zeer eens  

 

Note: only applicable for condition groups 2 and 4 

 

De introductie audio die je op het begin te horen kreeg duurde ongeveer 20 seconden. In 

hoeverre ben je het eens met de volgende stelling: 

 

"Ik had langer de stem willen horen om eraan gewend te raken" 

 

Zeer oneens 

Oneens 

Neutraal 

Eens 

Zeer eens  

 

Note: only applicable for condition groups 3 and 4 
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Appendix C 

Survey 

Hallo! 

 

Je bent uitgenodigd om deel te nemen aan mijn onderzoek. Mijn naam is Koosje Bogers en ik 

studeer momenteel de Master Communication & Information Sciences aan de Universiteit van 

Tilburg. 

 

Voor mijn scriptie doe ik onderzoek naar voice-overs. Hiervoor heb ik jouw hulp nodig! Ik 

ben benieuwd naar jouw mening na het beluisteren van een korte radio commercial van een 

vliegtuigmaatschappij. Na het beluisteren van de commercial duurt het invullen van de 

enquête ongeveer 3 minuten. De enquête bevat GELUID, dus zet je koptelefoon op of zet het 

volume harder. 

 

Jouw deelname is vrijwillig en blijft geheel anoniem. De data die via deze enquête wordt 

verzameld, zal alleen worden gebruikt voor dit onderzoek en zal naderhand worden 

verwijderd. Je zal me enorm helpen met je bijdrage, ontzettend bedankt! 

 

Groetjes, 

 

Koosje 

 

Als je akkoord gaat met deelname aan dit onderzoek, klik dan op ‘doorgaan’ 

  

 

Geef aan in hoeverre je het eens bent met de volgende stellingen 

Ik sta open voor nieuwe technologieën  

Ik ben bekend met artificial intelligence 

Ik heb ervaring met artificial intelligence  

 

Additional part for condition groups 2 and 4: 

Om te starten ga je eerst een korte introductie van jouw voice-over beluisteren. Als je klaar 

bent met luisteren, klik op doorgaan. 

All condition groups: 

Je zult nu een radio commercial horen over een vliegtuigmaatschappij. Als je de audio heb 

geluisterd, klik op doorgaan. 

De volgende vragen zullen gaan over de radio commercial die je zojuist hebt geluisterd. 
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Informatie in de radio commercial is… 

 Zeer 

oneens 

Oneens Enigszins 

oneens 

Neutraal Enigszins 

eens 

Eens Zeer 

eens 

Eerlijk         

Waarheidsgetrouw        

Geloofwaardig        

Betrouwbaar        

Nauwkeurig        

Feitelijk        

Volledig        

Duidelijk         

Sympathiek        

Aangenaam         

Positief         

 

Ik vond de stem in de radio commercial… 

 1     2    3  4 5 6 7  

Onduidelijk        Duidelijk  

Incorrect        Correct 

Onaangenaam        Aangenaam 

Niet geloofwaardig        Geloofwaardig 

Niet overtuigend        Overtuigend 

Onbegrijpelijk        Begrijpelijk 

 

In hoeverre ben je het eens met de volgende stelling: 

 

"Ik vond de stem in de radio commercial aangenaam om naar te luisteren" 

Zeer oneens 

Oneens 

Neutraal 

Eens 

Zeer eens 

 

Hoeveel mentale inspanning heb je gedaan om naar de advertentie te luisteren? 

 

Mentale inspanning verwijst naar de hoeveelheid aandacht, concentratie en energie die je 

moet uitvoeren om naar de commercial te luisteren 

Zeer, zeer lage mentale inspanning 
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Zeer lage mentale inspanning 

Lage mentale inspanning 

Vrij lage mentale inspanning 

Noch lage noch hoge mentale inspanning 

Vrij hoge mentale inspanning 

Hoge mentale inspanning 

Zeer hoge mentale inspanning 

Zeer, zeer hoge mentale inspanning 

Additional questions for condition groups 2 and 4 (AI voice): 

De audio die je hoorde was een AI-stem. Had jij dit meteen door? 

Ja 

Nee 

Na een tijdje 

 

 

De stem die je hoorde was gecreëerd met artificial intelligence (AI). In hoeverre ben je het 

eens met de volgende stelling: 

 

"Als er een menselijke stem was gebruikt, had dit mijn mening over de radio commercial 

positief veranderd." 

 

Zeer oneens 

Oneens 

Neutraal 

Eens 

Zeer eens  

Additional question for condition group 4 (AI, with pre-exposure): 

Je hoorde vooraf een korte introductie van de AI stem. Vervolgens hoorde je deze zelfde AI 

stem in de radio commercial. In hoeverre ben je het eens met de volgende stelling: 

 

"Ik had de AI stem in de introductie langer willen horen om er beter gewend aan te raken" 

Zeer oneens 

Oneens 

Neutraal 

Eens 

Zeer eens  

 

Wat is je leeftijd? 

18-24 

25-34 

35-44 
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45-54 

55-64 

65+ 

Wat is je geslacht? 

Man 

Vrouw 

Non-binair 

Zeg ik liever niet 

Wat is je hoogst afgeronde opleidingsniveau?  

Geen opleiding afgerond 

Basisonderwijs 

Vmbo 

Havo  

Vwo 

Mbo 

Hbo-bachelor 

Wo-bachelor 

Hbo-master 

Wo-master  

Doctorale studie (Phd) 

 

 

Bedankt voor uw deelname! 

In dit onderzoek hebben deelnemers 2 verschillende voice-overs beluisterd (AI en een 

menselijke stem). Daarbij kreeg de helft de stem ook nog geïntroduceerd voorafgaand aan de 

commercial om aan deze "nieuwe" stem te kunnen wennen. 

 

Dit experiment is bedoeld om te onderzoeken in hoeverre het type stem van een voice-over in 

advertenties invloed heeft op de mening van de luisteraar en in hoeverre een introductie van 

de AI stem voor gewenning zorgt en dit de mening van de luisteraar kan beïnvloeden. 

 

Mocht u vragen hebben over mijn onderzoek, kunt u contact opnemen via 

k.v.bogers@tilburguniversity.edu 

 

Delen van deze enquête in uw omgeving wordt ontzettend gewaardeerd :) 


