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Abstract

Engaging in physical activity has numerous physical and psycho-
logical benefits. Gym facilities can significantly influence people’s
activity behavior and promote a healthy lifestyle. However, a great
concern of the fitness industry is the lack of long-term commitment.
Therefore, it is important to identify which gym members are going
to cancel their membership as this creates the possibility to efficiently
focus effort on retaining this group. The current study used a Logistic
Regression (LR) and a XGBoost algorithm on a dataset from a large
gym club chain to predict whether customers cancelled their mem-
bership within the timeframe of a year. The results indicated that the
LR was able to predict cancellation with a F1-score of 64% and the
XGBoost outperformed this by achieving a score of 78%. Additionally,
visit frequency was identified as the most important predictor as
higher visit frequency decreased the chances of cancellation. This
provides practical usefulness for gym facilities, as it aids in estab-
lishing effective strategies to increase the satisfaction and experience
of gym members at risk of cancelling their membership. This, ulti-
mately, prevents both membership cancellation and the abandonment
of physical activity. Furthermore, the limitations of this research and
suggestions for future research are discussed.

1 data source , ethics , code , and technology statement

The data used in this thesis belongs to a gym club chain, which will be
refered to as ’GymClubX, for confidentiality reasons. It was provided to
me by the company CM.com and I have been given permission to use this
data for the purpose of writing my master thesis. The original owner of
the data retains ownership of the data during and after the completion of
this thesis. I acknowledge that I do not have any legal claim to this data.
The obtained data is anonymised. For confidentiality reasons, the data and
created code are not publicly accessible or shared. All text, figures, tables
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and code in the present research are self-made. For the code, ChatGPT was
used as a supervision tool to resolve coding errors (OpenAI, 2023).

2 introduction and societal relevance

Engaging in physical activity has numerous benefits, including the pro-
motion of physical and psychological health and overall well-being (Park
et al., 2020). People who are insufficiently engaging in physical activity
have a 20 to 30 percent higher increased risk of all-cause mortality com-
pared to people that are active for 30 minutes every day (World Health
Organization, 2022). This makes physical inactivity responsible for 6% of
global mortality, making it the fourth leading risk factor for mortality rates
worldwide (World Health Organization, 2019). Therefore, increasing phys-
ical health through motivating physical activity is important to increase
overall public health (Park et al., 2020). Gym facilities have the potential to
significantly influence people’s activity behavior and promote a healthy
lifestyle (MacIntosh and Law, 2015). However, globally a growing concern
for the fitness industry is the lack of long-term commitment of consumers,
as only 50% of gym members continued their membership after one year
(MacIntosh and Law, 2015).

Therefore, the cancellation of sport memberships is, besides a business
problem, also a problem for physical health (Clavel San Emeterio et al.,
2019). To address this issue, ensuring customer satisfaction with the gym
experience is essential, as it significantly influences membership retention
(Macintosh and Doherty, 2007; MacIntosh and Law, 2015; Yi et al., 2021).

To establish this, firstly it is important to identify and predict which cus-
tomers are going to churn (Jain et al., 2021). In other words, predict which
members are going to cancel their gym membership. With this information
it is possible to focus efforts on retaining this group, by improving their
satisfaction with the sport facility, in order to maintain their membership,
and thus promote their physical activity (Jain et al., 2021).

2.1 Research Question

Based on the abovementioned challenge, this thesis aims to answer the
following research question:

To what extent can sport membership churn be predicted to enhance
the experience and satisfaction of members?
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3 related work

In academic literature, the prediction of churn with machine learning is
a widely investigated topic for different industries (Ahmad et al., 2019;
Geiler et al., 2022; Jain et al., 2021; Lalwani et al., 2022; Pamina et al., 2019).
Also for the fitness industry, churn has been a topic of interest (Clavel
San Emeterio et al., 2019; Sobreiro et al., 2021; Yi et al., 2021).

Study by Clavel San Emeterio et al. (2019) investigated the churn rate
of members at three different gyms in Spain, using a Logistic Regression
model (LR). Results showed that the model was able to identify the mem-
bers that would churn within one year of membership with 70% accuracy.
Important variables were age and visit frequency, as with both higher age
and visit frequency the churn rate decreased significantly.

Another study also found that visit frequency was the most important
predictor of churn in gyms, next to the membership duration (Sobreiro
et al., 2021). This study focused on one gym, located in Lisbon, for the
prediction of churn within a timeframe of approximately one year. Results
indicated that the Gradient Boosting Classifier (Friedman, 2001) performed
best, with an accuracy of 95%. This study also used the LR algorithm,
which obtained an accuracy of 78%.

These studies both identified the importance of visit frequency, and the
commonality of these studies is that they investigated a small number of
gyms. Study by Yi et al. (2021) addressed the latter by investigating the
churn rate for 50 fitness facilities, located in South Korea, with a LR model.
Their model obtained an accuracy of 77% in the prediction of dropouts
within one year. This study also identified that visit frequency and age had
a significant impact on the churn rate.

The abovementioned studies all used a LR model to evaluate the predic-
tion of churn. Geiler et al. (2022) identified that this model performed best
at predicting churn, based on the AUC score, compared to other machine
learning models such as Random Forest, SVM and k-NN. In this study, the
performance of 11 models was evaluated on 16 different churn datasets
from various industries. Another algorithm that they identified for its good
predictive power is the XGBoost algorithm.

The XGBoost algorithm was identified as best performing in the predic-
tion of churn in the telecom industry (Ahmad et al., 2019; Geiler et al., 2022;
Lalwani et al., 2022; Pamina et al., 2019). The previously mentioned study
by Geiler et al. (2022) found that, for a telecom dataset, this algorithm
obtained an AUC score of 94%. Additionally, Lalwani et al. (2022) obtained
an AUC of 84%, hereby outperforming 13 other machine learning methods,
including a LR model. However, despite its good performance on churn
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prediction in the telecom industry, the XGBoost algorithm has not yet been
applied in the fitness industry.

3.1 Research Strategy and Research Sub-questions

The current research aims to predict the cancellation of sport member-
ship churn using machine learning methods and identifying important
predictors. It will implement LR (Pedregosa et al., 2011) to evaluate its
performance in the prediction of churn of sport memberships on a dataset
of a large gym club chain. Additionally, the XGBoost algorithm (Chen and
Guestrin, 2015) will be implemented to determine whether it outperforms
the LR on the dataset of the current research. This research will contribute
to the existing literature by evaluating the performance of the XGBoost al-
gorithm and comparing it to LR. Additionally, this research will investigate
whether the aspect of a distributed network of gym clubs adds to consumer
utility which will be measured by the churn rate. It aims to establish an
understanding in the added value of a distributed network of gyms in
terms of flexibility and satisfaction, to investigate whether this promotes
physical activity. This is formulated in the following sub-questions:

SQ1 To what extent does having a distributed network of sport facilities increase
consumer utility, measured by the churn rate?

SQ2 How does XGBoost perform compared to Logistic Regression in predicting
sport membership churn?

4 method

4.1 Experimental set-up

The create an overview, Figure 1 illustrates the overall workflow of this
thesis. The following Section 4 will elaborate on this.
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Figure 1: Architecture of the workflow

4.2 Data and Study Context

The data was collected by operation and management systems of Gym-
ClubX and obtained from the company CM.com. It contains behavioral
and demographic information from a real fitness club chain, that has 1462

locations throughout six countries in the West of Europe: France, The
Netherlands, Belgium, Spain, and Luxembourg. All these facilities offer
fitness activities, resistance training and cardio activities.

The raw dataset consists of four individual datasets containing anony-
mous user, visit, club, and membership data (see Appendix A, page 30 for
the format). The user data was collected through online administration
systems that were filled in by the members at registration and consisted of
gender, date of birth, country, and language. The visit data was recorded
through turnstiles at the entrance of each gym, and this contained the
timestamp at a specified club connected to an anonymized user. The club
and membership data were collected through manual administrative sys-
tems of GymClubX, and contained the location information of each club,
the start and end date and type of the membership. Therefore, all this
data is normally recorded in the management of GymClubX and thus were
accessed without any interaction with the members.

The membership types consisted of three main categories that are linked
to a monthly fee: ‘Basic’, ‘Comfort’ or ‘Premium’. The ‘Basic’ subscription
offers access to one chosen club for a price of 19,99 euros per month. The
‘Comfort’ subscription offers access to all the gyms of GymClubX located
in a chosen country (€24,99 per month) and the ‘Premium’, €29,99 per
month, offers access to all facilities of GymClubX throughout Europe. The
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dataset consisted of all the members that had a membership at some point
between August 2022 and ending with July 2023, for a minimum of 30

days. This timeframe was chosen with consideration of the COVID-19

virus which initiated government restrictions regarding gym visitations
and this data would thus not be representative in terms of underlying and,
within the scope of the current dataset, unmeasurable reasons to cancel a
gym membership. The last restrictions, in the West- Europe, concerning
public gym club usage were abolished in January of 2022 (Ministerie van
Algemene Zaken, 2023). To minimize the impact of COVID-19 on the data
and include a transitioning period, the timeframe starting from August
2022 is chosen.

The churn prediction analysis focused whether a member retained
membership within the 12 months’ timeframe. Churn was defined based
on the contractual conditions of membership, meaning that it occurred
when the predetermined length of a contract expired or when a member
provided notice of their intention to cancel their subscription. In other
words, when an end date was registered in the system occurring within the
timeframe. The design of this prediction analysis was inspired by earlier
studies conducted on the prediction of gym membership churn (Clavel
San Emeterio et al., 2019; Sobreiro et al., 2021, see Section 3).

4.3 Data Processing

Data processing was done using Python (version 3.11.5, van Rossum and
Drake, 2009) and libraries, such as such as Sklearn, Pandas and Numpy
(McKinney et al., 2010; Pedregosa et al., 2011; Van Der Walt et al., 2011).
The raw datasets (see Subsection 4.2) were retrieved from Microsoft Azure
Cloud in .parquet files which were transformed into datasets usable for
analysis using the Python (van Rossum and Drake, 2009) library Pandas
(McKinney et al., 2010). From these datasets, important information is
selected, engineered, and merged into one dataset that acts as input for the
machine learning models: Logistic Regression and XGBoost. Considering
the size of the sample size, the data was analysed on an online accessible
computer (i.e. virtual machine), provided by the company ’CM.com’,
operating on a Windows system (version 11 Pro), with 4 vCPUs and 128

GiB memory capacity.

4.3.1 Pre-processing of the User and Membership Dataset

The first part of the data analysis consisted of the pre-processing of the user
dataset merged with the membership dataset. This merge was conducted
with an inner join, based on ’userId’, to ensure that for each member there
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is complete information about their demographics and membership. For
this merged dataset, the data processing involved the following steps: (1)
initial user dataset (n = 14661631); (2) specifying timeframe (n = 4617895);
(3) removing missing values (n = 4343357); (4) removing incorrect values
(n = 3786776); (5) final dataset (n = 3786776). The removing of missing
values mostly consisted of deleting the users that had no membership,
which indicates that these members were in the database because of a
trail membership containing a certain number of visits. The removing of
incorrect values consisted of deleting the instances where people took a
consecutive membership, as this indicates that people only changed their
type of membership and thus this cannot be seen as churn. Additionally,
for the age variable the instances outside of the range 10 to 90 were deleted.
Also, the users that contained incorrect administration errors were removed
by, for instance, deleting the rows where the end date was before the start
date.

This cleaned dataset was used for feature engineering for the variables:
registration month and membership duration. The registration month was
determined by analysing the original ’start date’ variable and identifying
the month of this date. The duration was calculated, according to existing
literature, from start date till dropout date or, in absence of an end date,
till the end of the recorded timeframe (i.e. August 1st 2023) (Clavel San
Emeterio et al., 2019; Sobreiro et al., 2021). Churn was coded based on
whether the member terminated their contract between August 2022 and
August 2023.

4.3.2 Pre-processing of the Visit and Club Datasets

Further pre-processing involved the merging of the visit dataset with the
club dataset. This merge was also conducted with an inner join, based on
’clubId’, to ensure that the data for each visit consists of complete infor-
mation about the location of the visit. This merged dataset was used for
feature engineering for the variables: visit frequency, the number of distinct
gyms (club count) and the use of international gyms (country count). The
visit frequency variable was engineered by counting the number of unique
visitId’s per unique userId within the predefined timeframe. The total sum
of the visits was stored in a new variable per member. By counting the
number of unique clubId’s within the visits per unique userId, the club
count variable was engineered. Lastly, the country count was determined
by counting the number of unique country codes within the visits per
unique userId. Thus, visit frequency, club count and country count were
all determined in terms of total values per user during the whole length
timespan of interest.
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For the club count and country count variables, further pre-processing
consisted of binary transforming these variables, by determining the in-
stances were the number of distinct gyms visited was more than one (a ’1’
reflecting more than one unique gyms, n = 1156089) and the number of
distinct countries visited was more than one (a ’1’ reflecting more than one
country, n = 46335). Consequently, the resulting variables reflect the use of
multiple unique gym clubs and the use of international gyms, respectively.
In the continuation of the analysis, these variables are referred to as: ’club
> 1’ and ’international’.

4.3.3 Pre-processing of the Merged Dataset

After the pre-processing of the user and membership dataset, this dataset
was merged with the new features engineered from the visit and club
datasets. This was done using a left join, based on the user and membership
date, and adding the new variables to these members. This was done so
that all the users that were a member within the specified timeframe were
included, regardless of whether they went to the gym or not. Consequently,
for the members without gym visits (n = 702227), the missing values from
the new engineered features were transformed into the value ’0’.

The last step of the pre-processing consisted of transforming all the
variables into binary, also referred to as ’dummy’, variables (resulting in
k-1 columns per variable). The categorical variables were divided into
exclusive categories based on their coded values. The scale variables were
divided into exclusive categories based on the values their quartiles. This
variable transformation was done with consideration of the large sample
size, thus providing better interpretation and understanding of the results
(Clavel San Emeterio et al., 2019). With the finalization of this step, the
dataset was suitable to be fitted to the LR and XGBoost models.

4.4 Dataset

After pre-processing, the dataset consisted of 3786776 users (mean age =
30.21, std = 11.42) from France (n = 2042372), The Netherlands (n = 806240),
Belgium (n = 638893), Spain (n = 247964), Luxembourg (n = 48146), and
Germany (n = 3161). It comprised 1508847 (40%) females and 2277929 (60%)
males that were members for at least one month between August 2022

and ending with July 2023. Throughout the year, 1375358 people cancelled
their membership and 2411418 kept their membership throughout this
period. In other words, 36,3% cancelled their membership during the
year of analysis. The dataset consisted of 9 variables, stored as a Pandas
dataframe (Pedregosa et al., 2011). This selection of variables is based on
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data availability, meaning that it was limited to the collected and stored
data from CM.com, and literature about informative predictors for churn
(Clavel San Emeterio et al., 2019; Sobreiro et al., 2021; Yi et al., 2021). See
Table 1 for a definition of the variables and Table 4 for the descriptive
statistics of the variables.

Table 1: Variable definitions

Variable Definition

Churn Whether the member cancelled membership or not (0 =
active, 1 = dropout)

Gender Gender (0 = female, 1 = male)
Age Age, in years (divided into quartiles, categorized by

dummy)
Membership type The type of membership per member (values = Basic (0),

Comfort (1), Premium (2), categorized by dummy)
Country The country of residence per member (values = Nether-

lands (0), Belgium (1), Luxembourg (2), France (3), Spain
(4), Germany (5), categorized by dummy)

Duration The duration of membership per member, from registration
date till end date (in case of dropout) or till August 1st,
2023 (divided into quartiles, categorized by dummy)

Start month The membership registration month per member (values =
1 to 12, categorized by dummy)

Visit frequency The number of times the member visited a gym during,
cumulative for the one year timeframe (divided into quar-
tiles, categorized by dummy)

Club > 1 Whether the member visited more than one unique gym
club (0 = no, 1 = yes)

International Whether the member visited more than one country (0 =
no, 1 = yes)

Note: Table layout was inspired by Clavel San Emeterio et al., 2019.

4.5 Data Analysis

The goal of the analysis is to determine to what extent sport membership
churn can be predicted and what variables have a significant effect on this.
All data analysis was also conducted using Python software and Sklearn,
Matplotlib and XGBoost packages (Chen and Guestrin, 2016; Hunter, 2007;
Pedregosa et al., 2011). Firstly, exploratory and statistical analysis was
conducted to inspect the descriptive values of the variables.

After this, the dependent (i.e. target) variable was separated from the
independent variables (i.e. predictor variables). After this, the dataset
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was split into a training (80%) and test set (20%) following a stratified
procedure. This stratified technique was chosen to ensure that the class
imbalanced dependent variable, churn, was equally presented in both the
training and test set (Prusty et al., 2022).

For both of the models implemented, LR and XGBoost, hyperparameter
tuning was done using a stratified 10-fold cross-validation technique. The
10-fold was chosen as this is a very common use in machine learning
literature, and as it often is the optimal value for k in a k-fold cross-
validation (Nti et al., 2021). To find the best hyperparameters, a gridseach
was conducted investigating various options for the maximization of the
F1-score. Both of the gridsearches tuned three different hyperparameters
and the values within these gridsearches were chosen with consideration
of the literature, see Table 2 and 3 for an overview of the hyperparameter
space. These hyperparameters determined by the gridsearch define the
optimal performance of the model, in terms of F1-score, while creating a
balance of capturing complex patterns in the data and countering the risk
of overfitting (Hastie et al., 2009).

4.5.1 Logistic Regression Model

Logistic Regression (LR) is a statistical technique that is used to estimate
the association between a dependent variable and one or more predictor
variables (Stoltzfus, 2011). It is useful for modeling the probability of a
binary event, such as dropout or non-dropout. The model estimates the
probability of the event occurring using a logistic function, that transforms
linear combinations of input features into probabilities. These predic-
tions fall within the range of 0 to 1 and therefore the model offers great
interpretability (Stoltzfus, 2011).

For the Logistic Regression model, the binary variables that were di-
vided into the ranges of their quartiles require a reference group for
interpretation. To create this, for all variables the lowest quartile (<25%)
was taken as a reference group.

The Correlation Matrix was generated and Variance Inflated Factors
(VIF) were calculated to inspect the assumption of no multicollinearity.
This means that, for the input of the LR, the independent variables have to
be independent of each other to be able to see the individual effects of the
variables on the dependent variable (Daoud, 2017). The VIF score indicates
how much of the variance in the dependent variable is explained by the
independent variables, and scores higher than 10 are an indication of the
presence of problematic multicollinearity (Vittinghoff et al., 2006).

After this, the Logistic Regression model was fitted to the data. For the
implementation of this model, hyperparameter tuning was done using a
gridsearch for several hyperparameters. These parameters were chosen
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based on compatibility with each other, and for their good fit to large
dataset (Pedregosa et al., 2011). See Table 2 for the hyperparameter space
that was used for the gridsearch.

Table 2: Hyperparameter Space for Logistic Regression

Hyperparameter Values
classifier_c 0.001, 0.01, 0.1, 1, 10, 100

classifier_penalty l2, none
classifier_solver lbfgs, sag

The analysis of the feature importance was conducted by investigating
the Regression Coefficient (B), its p-value, the Standard Error, and the Wald
Statistic. The Regression Coefficient represents the expected change in the
log odds of the outcome for a one-unit increase in the predictor variable
(Kleinbaum and Klein, 2010). Positive values indicate an increase in the
log odds of the dependent variable, the cancellation of gym membership,
negative values indicate the opposite. This coefficient is accompanied by
an indicator of significance, the p-value, which indicates that whether the
effect of the variable is statistically significant (Kleinbaum and Klein, 2010).
The Standard Error determines the precision of the estimated Regression
Coefficient and the Wald Statistic illustrates the role of the variables in the
prediction of churn in the LR, as higher values indicate a more significant
role (Agresti, 2007; Snedecor and Cochran, 1989).

The use of this analysis is chosen as it creates a direct measure of how
each individual feature alters the odds of churn, which offers the most
direct, usable and easy interpretation, that is only possible with a LR.

4.5.2 XGBoost Model

XGBoost, which refers to Extreme Gradient Boosting, is a powerful and
scalable machine learning algorithm that belongs to the ensemble learning
category (Chen and Guestrin, 2016). It builds a series of decision trees
sequentially, each correcting errors of the previous ones, and hereby creat-
ing a robust predictive model. It incorporates regularization techniques to
prevent overfitting and offers flexibility in handling different types of data
(Chen and Guestrin, 2016).

The XGBoost model was fitted to the data with an implemented hyper-
parameter gridsearch. These values were set within a range that is not too
high, thus prevent overfitting, and not too low, thus prevent underfitting
(Shibao et al., 2021). See Table 3 for the hyperparameter space that was
used for the gridsearch.



4 method 12

Table 3: Hyperparameter Space for XGBoost

Hyperparameter Values
classifier_learning_rate 0.01, 0.1, 0.2, 0.3
classifier_max_depth 3, 4, 5, 6, 7, 8

classifier_n_estimators 50, 100, 150, 200, 250

To analyze the contributions of the features that lead to the predictions
of the XGBoost model, the feature importance plot and the SHAP-value
plot are examined (Chen and Guestrin, 2016; Lundberg and Lee, 2017).
The former illustrates the frequency and usefulness of the feature in the
XGBoost model, meaning that variables with a high feature importance
score are frequently used to make key splits in the XGBoost trees (Chen and
Guestrin, 2016). The SHAP (SHapley Additive exPlanations) values explain
the impact of having a certain value for a given feature, in comparison
to the prediction of a baseline value of that feature (Lundberg and Lee,
2017). These values measure the impact of each feature on each individual
prediction of the model. It indicates the direction of the prediction, as it
contains blue (representing the binary value 0) and red (representing the
binary value 1) dots that are divided by a zero line in the middle. The
position of these dots relative to this middle line indicates the impact of the
model’s prediction for that particular instance. Features with a majority
of positive SHAP values, which are dots to the right of the zero line, are
associated with an increased likelihood of churn. Contrary, dots on the
left of the middle line indicate a negative SHAP value which indicate an
increase in the probability of the prediction of the model to no cancellation
of membership (Lundberg and Lee, 2017).

The use of this analysis is chosen as it provides insights into how dif-
ferent variables affect the prediction, including a direction of the influence.

4.5.3 Evaluation metrics

The performance of the LR, as a baseline, was compared to the performance
of the XGBoost. For both these models, the primary metric of evaluation is
the F1-score. This metric is chosen with consideration of the class imbalance
that is present in the current dataset. The F1-score is a suitable metric
for such datasets, as it defines the harmonic mean between precision and
recall (Davis and Goadrich, 2006). The score is calculated by the following
formula:

F1 = 2 × precision × recall
precision + recall

(1)

Precision is the ratio of true positive observations to the total predicted
positives, and recall is the ratio of true positive observations to the actual
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positives (Davis and Goadrich, 2006). Additionally, precision, recall, accu-
racy metrics and AUC-scores (based on the ROC-curve) were analysed and
corresponding confusion matrices were printed (Davis and Goadrich, 2006;
Fawcett, 2006; Japkowicz and Shah, 2011).

5 results

5.1 Descriptive statistics

Table 4, shows the descriptive statistics of the variables.

Table 4: Descriptive Statistics

Variables Value %

Churn Yes 36

No 44

Gender Female 40

Male 60

Country France 54

Netherlands 21

Belgium 17

Spain 6,6
Luxembourg 1,3
Germany 0,1

Membership type Basic 10,7
Comfort 48

Premium 41,3

>1 club Yes 30,5
No 69,5

International Yes 1,2
No 98,8

Percentile

Min Max Mean Std 25 50 75

Age (years) 13 90 31.21 11.42 22 27 36

Start month 1 12 5.9 3.4 3 6 9

Duration (days) 35 11535 436.3 333.3 203 392 519

Visit frequency 0 487 16.8 26.7 2 9 31

Club count 0 73 1.4 1.3 1 1 2

Country Count 0 5 0.8 0.4 1 1 1

Note: Table layout was inspired by Clavel et al., 2016.
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5.2 Logistic Regression Model

The inspection for multicollinearity involved the examination of the Cor-
relation Matrix (Appendix B, page 30, for the individual variables and
Appendix F, page 7, for the quartile variables). These matrices indicate that
there is high correlation between the different quartiles of the variables,
especially membership type. However, the VIF scores were also examined
and did not indicate a score higher than 10 for all the variables, which
means that the level of multicollinearity is tolerated for the LR model
(Vittinghoff et al., 2006) (see Appendix C, page 31 and Appendix G, page 7

for VIF scores). Additionally, it was chosen to keep all the variables and
quartiles in order to preserve information and interpretability.

The hyperparameter gridseach concluded that the optimal hyperpa-
rameter settion was:

Optimal hyperparameters: {’classifier_C’: 1, ’classifier_penalty’: l2,
’classifier_solver’: ’lbfgs’}

These settings for the hyperparameters were applied for fitting the LR
to the data and predictions were made on the test set of the data. The
performance of the model on the test set showed that the F1-score of the
LR was 64%, the precision 72%, recall 58%, and accuracy 76%. Figure 2

shows the distribution of predicted and actual values, represented in a
confusion matrix. It shows that the model was sensitive to the majority
class, members without churn, as there is a high number for the false
negatives. This indicates that the LR predicted that members would
continue their membership, while these members actually cancelled their
membership. The sensitivity to the majority class is also visible in the high
accuracy, which suggests that the model mostly predicts the majority class.
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Figure 2: Confusion Matrix Logistic Regression

The analysis of the LR feature importance is presented in Table 5. The
Regression coefficient (B) indicated that the all variables had a significant
effect (p < 0.05) on the prediction of churn.

Concluding from these coefficients, the most influential variable is visit
frequency. The greatest reduction in the probability of the cancellation of
membership is for a visit frequency higher than 31, as this decreases the
chances of churn by 89% compared to members that have a visit frequency
of less than 2. Additionally, going to the gym between 2 to 31 times a
year reduces the chances of cancellation by approximately 79% compared
to going less than 2 times a year. Thus, as visit frequency increases the
likelihood of the membership cancellation decreases.

This is also the case for age, as all the coefficients for the age variables
are negative. This indicates that as age increases, the chances of cancellation
decrease. There is a small difference between the reference group of
members till 22 years old and the members with as age till 27 years, as the
odds of belonging to the latter and churning are 0.9663 times the odds of
the reference group (a decrease of 3.8%). However, between the reference
group and the upper quartile (>75%) of the ages in the dataset, there is
great difference of 36.4% decreases likelihood of membership cancellation.

The results for the variables of duration are more complex, as having a
membership between 203 and 519 days increases the odds of cancellation
compared to having a membership for less than 7 months (OR 2.334, p
< .001 for the 25%-50% quartile, and OR 4.903, p < .001 for the 50%-75%
quartile), while having a membership for over 519 days decreases the
probability of churn (OR 0.764, p < .001)
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The coefficients of the different countries indicate that a member in
Spain has the highest probability of churning, compared to a member in
The Netherlands, with an OR of 2.3249 (p < .001), followed by members
from France (OR 1.0436, p < .001). Members from Belgium, Luxembourg
and Germany have a lower probability of membership cancellation, with an
OR of 0.9417 (p < .001), 0.8295 (p < .001), and 0.6835 (p < .001) respectively.

For the registration months, starting a sport membership between
March and June decreases the chances of membership cancellation com-
pared to starting in January. It reduces the chances around 40% for March,
April, and May and 17% for June. On the other hand, all other months as
start month for a sport membership increase the odds of churn compared
to starting in January. Starting a sport membership in September increases
the odds of cancellation the most, as the odds are 1.438 times the odds of
cancellation in January, which is an increase of around 44%.

Overall, female members from Germany of 36 years or older, that have
a visit frequency over 31 times during a year and a membership duration
of 519 days or more, with a registration date in the month March, are least
likely to cancel their membership. On the other hand, being a male from
Spain younger than 22 years that has a ’Comfort’ membership type that
started in September have the highest probability of churning.

Then for the variables that measure the impact of the distributed net-
work of GymClubX, the use of more than one gym (’>1club’) and the use
of international gyms (’International’), the results are that using more than
one gym decreases the probability of churning with an OR of 0.9596 (p <
.001) which reflects a decrease of around 4% in the chances of cancelling,
compared to only visiting one gym. However, the use of international
gyms illustrates an increases probability of churn, with an OR of 0.0288 (p
= .035) which is an increase of around 3% compared to using gyms within
one country.



5 results 17

Table 5: Logistic Regression Variables Results

Variable B S.E. Wald Sig.

Constant -0.5857 0.008 4950.699 0.000

Gender -0.1022 0.003 1249.605 0.000

>1 club -0.0410 0.004 121.496 0.000

International 0.0288 0.014 4.460 0.035

Visit frequency (base) (<2)
Visit frequency (2.01-9) -1.5846 0.004 165319.021 0.000

Visit frequency (9.01-31) -1.5584 0.004 137014.209 0.000

Visit frequency (>31) -2.1906 0.005 215714.421 0.000

Age (base) (<22 years)
Age (22.01-27 years) -0.0343 0.004 80.220 0.000

Age (27.01-36 years) -0.2310 0.004 3443.495 0.000

Age (>36 years) -0.4528 0.004 12922.725 0.000

Netherlands
Belgium -0.0596 0.005 164.331 0.000

Luxembourg -0.1874 0.013 200.723 0.000

France 0.0423 0.004 133.184 0.000

Spain 0.8432 0.007 15911.823 0.000

Germany -0.3819 0.067 32.936 0.000

Basic
Comfort 1.3817 0.006 53640.877 0.000

Premium 0.5213 0.006 8436.239 0.000

Duration (base) (<203 days)
Duration (203.01-392 days) 0.8457 0.005 3433.598 0.000

Duration (392.01-519 days) 1.5913 0.004 128110.935 0.000

Duration (>519 days) -0.2681 0.005 2932.771 0.000

Start month 1

Start month 2 0.0241 0.006 15.101 0.000

Start month 3 -0.5545 0.006 7863.121 0.000

Start month 4 -0.4885 0.007 5074.727 0.000

Start month 5 -0.5190 0.006 6441.670 0.000

Start month 6 -0.1915 0.006 987.660 0.000

Start month 7 0.3234 0.007 2088.135 0.000

Start month 8 0.2959 0.007 1763.300 0.000

Start month 9 0.3636 0.006 3613.775 0.000

Start month 10 0.2409 0.007 1321.692 0.000

Start month 11 0.1629 0.007 544.596 0.000

Start month 12 0.0867 0.008 127.654 0.000

Note: This table presents the LR variables results. B represents the Regression Coefficient,
S.E. stands for standard error, Wald is the Wald-statistic, and Sig. denotes the p-value.
Table layout was inspired by Clavel San Emeterio et al., 2019.
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5.3 XGBoost Model

The hyperparameter gridsearch concluded that the optimal hyperparame-
ter setting was:

Optimal hyperparameters: {’classifier_learning_rate’: 0.3,
’classifier_max_depth’: 6, ’classifier_n_estimators’: ’100’}

These settings for the hyperparameters were applied for fitting the XGBoost
to the data and predictions were made on the test set of the data. The
performance of the model on the test set showed that the F1-score of
the XGBoost was 78%, the precision 87%, recall 70%, and accuracy 85%.
Figure 3 shows the distribution of predicted and actual values, represented
in a confusion matrix. It shows that the model was more sensitive to
the majority class, members without churn, than to the minority class,
members that churned. This is suggested by the higher rate of false
negatives than false positives. The sensitivity to the majority class is also
visible in the high accuracy, which suggests that the model mostly predicts
the majority class: that members will continue their membership.

Figure 3: Confusion Matrix XGBoost

The feature importance plot, see Table 4, shows that having a visit
frequency of less than two times is the most used feature in making
splits in the XGBoost trees in the prediction of gym membership churn,
followed by starting a membership in September and having a membership
duration between 203 and 392 days. The least important variables are being
a member in Germany or The Netherlands and the usage of international
gyms.



5 results 19

Figure 4: Feature Importance Plot XGBoost

The SHAP plot indicates that members that have a visit frequency
of less than two times are more likely to churn, as this variable has a
greater stretch of red dots to the right of the zero line on the SHAP graph’s
horizontal axis. Thus according to the models’s learned patterns, lower
gym visitation is positively correlated with the likelihood of membership
churn. The opposite effect is seen for a having a visit frequency of more
than 31 times, as this decreases the likelihood of membership cancellation.

For the registration months, there are varied effects on the prediction
of churn. However, a positive effect on the probability of churning can be
seen in the months: September, October, November and December.

For the duration quartiles, the SHAP graph indicates that having a
membership duration between 203 and 519 days strongly increases the
likelihood of churn. This is illustrated by the great stretch of red dots on
the right side of the zero line, indicating that this feature is a significant
predictor of churn in the XGBoost model. However, having a membership
of less than 203 days has a varied influence of the prediction of churn,
but leaning more to a positive impact on the prediction of churn. In
other words, belonging in this duration quartile increase the chances of
membership cancellation. The opposite effect can be viewed for having a
membership duration for over 519 days, as this decreases the likelihood of
membership cancellation.

For the variables that display the effect of a distributed network of
gyms, ’>1club’ and ’international’, both of these variables have a very low
feature importance score. These features are both in the top five least
important features in the usefulness of the XGBoost in the splitting of the
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trees. The SHAP values for these variables, see Figure 6, indicate that the
effect of these variables increases the probability of churning. However, the
effect of both of these variables, especially the use of international gyms, is
very low.

Figure 5: SHAP values XGBoost

Figure 6: SHAP values for the ’>1club’ and ’international’
variables for the XGBoost



6 discussion 21

5.4 Comparison of Logistic Regression and XGBoost

Based on all the evaluation metrics, the XGBoost outperformed the baseline
model, Logistic Regression, in the prediction of churn. In Table 6 are per-
formances of both the LR and XGBoost models of the different evaluation
metrics evaluated on the test set of the data (see Appendix D, page 32,
for ROC curves, and Appendix E for precision-recall curves, page 32). A
comparison of the Confusion Matrices, Table 2 and 3, shows that especially
the false negatives rate decreased for the XGBoost model. This indicates
that the XGBoost performed better at distinguishing the minority class of
members that would cancel their membership.

Table 6: Performance of LR and XGBoost

Models F1-score Precision Recall Accuracy AUC

LR 0.638 0.718 0.575 0.763 0.798

XGBoost 0.775 0.871 0.698 0.853 0.913

In terms of the important features for both models, there are some
similarities and some discrepancies.

The most important similarity is that both models indicate visit fre-
quency as an important predictor, specifically having a visit frequency
of less than 2 times or more than 31 times in a year. As having a visit
frequency of less than 2 times increases the probability of membership
cancellation, while having a visit frequency of more than 31 times de-
creases it. Additionally, both models have similar feature results for the
membership duration variables. As both models indicate that having a
duration between 203 and 519 days increases the likelihood of churning,
while having a duration of more than 519 days decreases it.

The discrepancies mostly consist of the fact the LR identified having
an age of over 36 years old as an important variable, while the XGBoost
attributed a low feature importance it. Controversy, the XGBoost assigned
great feature importance to the different registration months of membership
while for the LR these had less impact on the prediction of churn. Especially
for the months November and December, the XGBoost indicated an increase
in the probability of membership cancellation and the LR indicated an
increase but not as impactful as the XGBoost.

6 discussion

The aim of this thesis is to determine to what extent sport membership
churn can be predicted in order to enhance the experience and satisfaction
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of members. To answer this question, a machine learning approach was
taken by implementing Logistic Regression and XGBoost models. The
results indicate that the cancellation of membership churn can be predicted
reasonably good, with a F1-score of 78% for the XGBoost algorithm. This
finding can be used to predict gym members with a high probability of
churning in order to focus efforts on them to increase their experience and
satisfaction.

6.1 Discussion of the Overall Results

The overall results in terms of the model’s performances are similar to
the findings of previously conducted studies on the prediction of gym
membership churn. As Clavel San Emeterio et al. (2019), Sobreiro et al.
(2021), and Yi et al. (2021) all found accuracy scores ranging from 70% to
78% for their LR models, and this study found an accuracy of 76% for the
LR. Moreover, the XGBoost model used in the current study, achieving an
accuracy of 85%, outperformed not only the LR baseline of this study but
also previous research using LR.

Additionally, the current study reinforces the importance of member
engagement in enhancing adherence to sport practices (Clavel San Emeterio
et al., 2019). This is pointed out by the importance of the visit frequency
variable in the prediction of membership cancellation. As with a higher
visit frequency the probability of churning decreases, which is in line with
the findings of Clavel San Emeterio et al. (2019), Sobreiro et al. (2021),
and Yi et al. (2021) (see Section 3). This emphasizes the consistent role of
engagement that proves pivotal in the fitness industry and is related to the
satisfaction of members with the sport facility (Ferrand et al., 2010).

This coincidences with an interesting effect, that was pointed out by
Ferrand et al. (2010), as higher visit frequency increases satisfaction of
members and satisfaction increases visit frequency. Therefore, an effective
strategy that increases engagement should be established and efforts should
be focused on engagement of members by providing increasing their
adherence. This can be created by offering personal training sessions (Yi
et al., 2021, or with professionally semi-supervised exercise programmes
(Bottorff et al., 2014), or by offering group training sessions (Kováčová
et al., 2011). This will increase adherence as members are going to the gym
and this will increase their satisfaction with the gym, and consequently it
will increase overall engagement (Ferrand et al., 2010). Therefore, as visit
frequency is a pivotal aspect to decrease churn, efforts should be focused
on increasing adherence and engagement to the gym facility.

Furthermore, increasing engagement proves to be effective because
it increases employee engagement with the members (MacIntosh and
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Law, 2015; Yi et al., 2021). Employee engagement can be defined as
the ability to help the company’s success in terms of efforts, having a
positive attitude towards the company and working with involvement and
enthusiasm (Yi et al., 2021). It has a great influence on the satisfaction
and experience of members, and this has a positive effect on membership
retention (Macintosh and Doherty, 2007; MacIntosh and Law, 2015; Yi et al.,
2021).

Additionally, the current study confirmed the finding of Sobreiro et al.
(2021) and Clavel San Emeterio et al. (2019) by identifying membership
duration as influential predictors. The results indicate that the member-
ship duration displays a complex effect, as shorter duration increases the
probability of churning and being in the upper quartile of membership
duration decreases the chances of churn. This pattern was also found by
Clavel San Emeterio et al. (2019) and a proposed reason for this is that
satisfaction with the facility is significantly more important for members
with a long membership time, than for new customers (Avourdiadou and
Theodorakis, 2014). This suggests that it is very important to keep non
novice members, especially members with a membership between 203 days
and 519 days, satisfied with the experience of the gym facility.

Furthermore, the practical strength of this research is that the variables
used for this research do not require interaction with customers. As all the
variables used in this study were already being recorded for operating and
management uses by gym facilities. Additionally, the number of variables
in this study is relatively low (9) and divided into different interpretable
categories based on ranges. This allows for an easy and useful application
in new settings and gives gym facilities the opportunity to conduct a churn
analysis on their member database (Hosmer et al., 2013). Therefore, this
study has extensive practical implications.

Therefore, this thesis demonstrates that it is possible to effectively
predict gym membership churn. These findings have practical implications
for gym facilities, as it creates a possibility to focus efforts on members
with a high risk of churning. Practical strategies should be investigated
and established to effectively increase the satisfaction and experience of
these members and thus decrease their chances of churning.

6.2 Discussion of the Sub-questions

6.2.1 Sub-question 1

This thesis investigated to what extent having a distributed network of
sport facilities increases consumer utility, which was measured by the
churn rate. To investigate this, two variables of interest were engineered:
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utilizing more than one distinct gym and utilizing gyms internationally. It
was examined what the effect, magnitude and direction, of these variables
was on the prediction of churn.

The LR indicated that the variables of interest were significant for the
prediction of churn, but the magnitudes of these probabilities were very
low. For the direction of influence, visiting more than one gym slightly
decreases the probability of churning. This suggests that having a network
contributes positively to the decision of maintaining a gym membership.
However, contrary, using gyms internationally slightly increased the proba-
bility of churning. This demonstrates the opposite effect, as it suggests that
having an internationally distributed network of gym facilities negatively
affects members in their decision to maintain or cancel their membership.

The XGBoost model also assigned a very low feature importance to
these variables. This is also indicated by the SHAP values for these vari-
ables, see Figure 6, as the results indicate that using more than one distinct
gym and using gyms internationally increases the chances of churning.
However, the effect of both of these variables, especially the use of interna-
tional gyms, is very low.

Thus, both the LR and the XGBoost indicated that the effect of having
a distributed network of gyms is very minimal in magnitude. The results
suggest that using more than one gym nationally decreases the chances of
churning. Contrary, having an internationally distributed network of gyms
increases the probability of churn.

6.2.2 Sub-question 2

This thesis investigated the performance of XGBoost compared to Logistic
Regression in the prediction of sport membership churn. The results
indicate that the XGBoost outperforms the LR baseline model on the metric
of interest, namely the F1-score. Moreover, it outperforms the LR on all
other examined metrics in this study.

This finding supports the findings of previous literature, that stated
that the XGBoost model outperformed the LR on the prediction of churn
(Ahmad et al., 2019; Geiler et al., 2022; Lalwani et al., 2022; Pamina et al.,
2019). Thus, the current study extends these findings by proving that this
is also the case for a churn analysis in the fitness industry. This finding
suggests that while traditional models like LR provide valuable insights,
especially in terms of interpretability, models like XGBoost offer a more
nuanced understanding of complex consumer behaviors.

The superiority of XGBoost over LR suggest that this model is better at
distinguishing complex patterns for the prediction of churn, which suggests
a potential shift in the model preference for future studies. However,
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interpretabilty is also essential to establish valuable practical implications
which is where the LR proves to have its strengths.

6.3 Limitations

This study has several limitations that should be acknowledged. First, while
it does supply practical implications, using only superficial behavioral and
demographic variables is not sufficient in the prediction of churn. It is
important to note that gym membership churn is an interplay of numerous
factors, including physical, psychological and external factors (Ferrand
et al., 2010; Gonçalves and Diniz, 2015). As pointed out in Section 6.1,
employee engagement and satisfaction also play important roles (Macintosh
and Doherty, 2007; Yi et al., 2021). Therefore, it would be valuable to collect
the reasons of abandonment in order to create a greater understanding of
the decision to maintain or cancel gym membership.

Furthermore, there is a limitation in the comparison of the features of
the LR and XGBoost. This is because the LR allows for a direct interpre-
tation of its features and their influence on churn in terms of the odds
ratios, while the XGBoost model requires a more complex interpretation.
It cannot directly derive odd ratios, but instead the feature importance’s
and SHAP values give an indication of the effect on the direction and
magnitude of the variable. Therefore, the format of comparison is different
and this should be noted as a limitation.

6.4 Future research

Following from Sections 6.1 and 6.3, several suggestions for future research
can be formulated.

Firstly, additional research is needed on the effect of a distributed net-
work of gym facilities. The results from this study indicate inconclusive
results, as the LR indicated a significant effect but with a low magnitude
and XGBoost indicated that these variables have a very low feature impor-
tance. Therefore, further research should establish a better understanding
into the role of a distributed network of gyms in the decision to maintain
or cancel a gym membership.

Additionally, this study did not include the actual reason of member-
ship cancellation. However, to fully understand the decision to churn,
qualitative variables are needed in conjunction with quantitative variables.
This would give insight into the direct causes of churn and create an oppor-
tunity to more effectively adapt churn prevention strategies. Additionally,
further research is needed in the establishment of an effective strategy to
increase the satisfaction and experience of members with a high probability
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of churning. As this study does not provide information on the direct
influences of the satisfaction of members.

7 conclusion

The aim of this thesis is to determine to what extent sport membership
churn can be predicted in order to enhance the experience and satisfaction
of members. The results indicate effective prediction of membership churn,
as the XGBoost model obtained a F1-score of 78%. The LR model, which
achieved a F1-score of 64%, was outperformed by the XGBoost model.
Consequently, the current research contributes to the existing literature
by determining that the XGBoost model also has a better performance
in the prediction of churn in the fitness industry. These results have
practical implications for gym facilities, as they aid in establishing effective
strategies to increase the satisfaction and experience of gym members at
risk of cancelling their membership. A proposed approach for this strategy
is to focus on increasing adherence with the gym facility and increase
employee engagement. This approach aims at increasing satisfaction and
visit frequency, and as discussed in Section 6.1, visit frequency in turn
increases satisfaction. Therefore, this study has practical usefulness for
gym facilities as it creates the possibility to effectively identify members
at risk of churning. Consequently, this study has high societal relevance
as the retention of gym members promotes physical activity and overall
public health.
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appendix a

Figure 7: Raw user data

Figure 8: Raw membership data

Figure 9: Raw visit data

appendix b

The following table illustrates the correlations of the individual variables.
Note:’country_x’ refers to the collection of countries.
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Figure 10: Correlation Heatmap of the Variables

appendix c

The following table shows the VIF scores of the individual variables.

Feature VIF score
Membership Type 5.301048

Gender 2.556541

Age 8.265722

Country 1.000049

Duration 3.452524

Start month 2.930002

Visit count 1.863274

>1 club 1.778928

International 1.044861
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appendix d

Figure 11: Comparison of ROC Curves for LR and XGBoost

(a) LR ROC Curve (b) XGBoost ROC Curve

appendix e

Figure 12: Comparison of Precision-Recall Curves for LR and XGBoost

(a) LR Precision-Recall Curve (b) XGBoost Precision-Recall Curve
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appendix f

The following figure illustrates the correlations of the variables divided
into quartiles.
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appendix g

The following table shows the VIF scores for the variables divided into
quartiles.

Feature VIF
gender 1.0198

clubCount 2.6249

>1club 2.3581

international 1.0585

age_quartile 1.0428

visitCount_quartile_0 1.5609

visitCount_quartile_1 8.1781
visitCount_quartile_2 2.0608

visitCount_quartile_3 2.4542

country_x_0 1.4831

country_x_1 1.0457

country_x_2 4.5036

country_x_3 3.9845

country_x_4 2.5926

country_x_5 1.8534

membershipType_0 7.4670

membershipType_1 3.5102

membershipType_2 9.9819
duration_quartile_0 3.8842

duration_quartile_1 5.1575

duration_quartile_2 4.9103

duration_quartile_3 8.0613
startMonth_1 6.1527

startMonth_2 9.6810
startMonth_3 5.0590

startMonth_4 4.0658

startMonth_5 1.2171

startMonth_6 2.3214

startMonth_7 5.3052

startMonth_8 8.6804
startMonth_9 1.7851

startMonth_10 2.1385

startMonth_11 7.4794

startMonth_12 2.0746
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