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Airbnb recommendation system using
Aspect-based sentiment analysis: hybrid
approach

Mishra

This paper will focus on conducting an Aspect based Sentiment Analysis (ABSA) of visitor
reviews/feedback on the different room types they stayed via Airbnb.Therefore, the main aim of
this thesis is to use customers’ emotional expressions as the basis of their experience to extract the
aspects and their related sentiments for the comments posted predict and then provide a person-
alized recommendation of the best room present on Airbnb accommodation. The recommendation
system is built using Content-based filtering and Collaborative filtering method. However, the
best performing model resulted to be the weighted hybridized model. To measure the performance
for this conclusion recall, precision, and f-1 score is used to evaluate the performance of the model,
the evaluation metrics are calculated for 5 and 10 recommendations.

1. Introduction

Since the time of its launch, Airbnb has been revolutionizing the hotel industry by
providing stays in different parts of the world. Due to this, there has been undeniable
growth in the lodging industry (Luo 2018). One of the keys to a successful online
business lies in e-WOM (Electronic- Word of Mouth). Over the past few years, e-WOM
has become a substantial factor that influences the online booking of hotels, and many
people find hotel reviews as important as the brand name or the price of the hotel
(Belarmino and Koh 2018). In the past years, there has been much research with the aim
to leverage the e-WOM to provide every user better options which really is relevant to
them. One of the method to acheive this goal is by analyzing the sentiments of User
Generated Comments (UGC) to find the context of their opinion. This thesis is designed
in a two fold process, first step is to conduct an Aspect based Sentiment Analysis (ABSA)
of the users that wrote their reviews/feedback on the place they stayed on Airbnb after
successfully extracting the sentiments the second step will be to leverage the sentiments
and create a personalized recommendation system.

Thousands of reviews are posted by people on Airbnb, most of the time it does
not exhibit one idea about their experience, people post their mixed feelings about the
experience during their stay. So, using the traditional sentiment analysis would not be
feasible if we want to achieve better recommendations, as Sentiment analysis focuses
on the overall sentiment associated with the text. However, it is unable to include
other essential information such as the direction of sentiment within the text of a topic
(Hoang, Bihorac, and Rouces 2019). The following example will explain the situation
better, for instance, a user posted a review: “The place was good, but the price was
expensive!”. In this sentence, though the overall sentiment is mixed, it clearly presents
the place in a positive way but also talks about the price in a negative way. Diving fur-
ther deeper into the aspects, there are two types of aspects in ABSA, namely, explicit &
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implicit. In explicit aspect type, there is a clear mention of aspects that are opinionated,
whereas in implicit the aspect opinionated is not clearly mentioned (Kushwaha and
Chaudhary 2017). For example, an explicit aspect would be, “The host is awesome!”
here it is clearly mentioning the host in a positive aspect, whereas an implicit aspect
would be, “The room was quite messy!” here it is mentioning the opinion indirectly.
Being able to classify these aspects in the reviews would make the recommendation
without losing the hidden context in the review and thus able to give the user a more
precise recommendation of a stay on Airbnb. Therefore, it backs up the significance of
the thesis topic in accordance with practical relevance.

There have been several kinds of research in the field of Hotel recommendation
which predicts the recommendation of hotels based on either, the past reviews of users,
location, or combined use of check-in, check-out, geographical, temporal, and latent
features and using methods such as random forests, customer-hotel bipartite network,
SGD classifier, XG Boost and Naive Bayes (eg: Cao et al. (2020); Luo (2018)). However,
this paper will only focus on reviews for Aspect Based Sentiment Analysis (ABSA) and
the listings provided in the dataset.

This paper intends to use customers’ emotional expressions as the basis of their
experience to predict and recommend the best Airbnb accommodation using a hybrid
model. Before, developing the hybrid model, this paper will first focus on Collaborative
filtering (CF) and Content-based (CB) filtering recommendation systems to analyze the
performance of model based on features extracted. This thesis thus, contributes in both
theoretical and scientific aspects. The theoretical aspect of contribution is that, it will
help people understand the working mechanism of the Machine learning algorithms
that is being used by several companies in order to provide better user experience,
the scientific contribution will be that most of the past researches for recommendation
systems on Airbnb used methods such as Deep learning, Decision tree, as discussed
earlier but this paper will try to implement Content-based and Collaborative filtering
on the Airbnb dataset with the aim to discover more insights about user behaviour.

Therefore this paper would like to address two research questions. Since the sec-
ond research question could be diversified therefore, it is broken down into two sub
questions with the be more research specific. This thesis would try to investigate for the
Research questions and the sub-question and try to answer them, the research question
is as follows:

RQ 1. When reviewing the stays on Airbnb which topic or set of topics are found to
be of higher significance to the reviewer based on ABSA on the past reviews?

RQ 2. Based on the users’ most common choice of topic(s) for stays, what are
the individual recommendation models that could be used to generate a personalized
recommendation for each user on Airbnb?

SQ.2.1 How do the individual recommendation model perform on the Airbnb data?
SQ.2.2 Which is the most optimal model to use for the recommendation system?

2. Related Works

2.1 Aspect-Based Sentiment Analysis

The basic idea behind developing an Airbnb room/hotel recommendation system is To
provide the best option to the user out of several choices so that the user gets to choose
something which matches his/her preference. This does not only save the extra time
of searching for the best option available, but also helps users to explore new places to
stay, which they would not know about. An ABSA method can be used to analyze large

2

Manav Mishra

Manav Mishra
In response the feedaback of the research question, the research questions were changed and made more overarching and related to each other instead of two completely seperate questions.



Manav ABSA recommendation system: hybrid approach

amount of unstructured text to extract fine-grained information that is not possible to
get just from the user ratings that are available on different platforms (Pontiki et al.
2016) .

In the past, different methods have been used to analyze the sentiments of the
reviews or comments posted by users. Serrano et al. (2021) used sentiment analysis
for recommending green Airbnb users that posted reviews for Eco-friendly stays. They
split the task in two steps, the first step was to identify and filter out the prominent
themes that represents the green stays that were posted by the users. To achieve this they
the Leximancer software to extract a conceptual map with latent semantic dimensions
that identifies and displays the terms’ hidden relationships with the appropriate labeled
themes. The second step then was to perform an analysis of the emotions, which was
achieved by finding out the dominant emotions in the review comments through text
mining. Finally they implemented preference analysis using LDA, which is a popularly
utilized method that helps in the identifying the latent aspects in a large dataset of
review comments.

Mowlaei, Saniee Abadeh, and Keshavarz (2020) used Aspect based sentiment analy-
sis using Adaptive Aspect based lexicons. In this method, they proposed Aspect-based
Frequency-based Sentiment Analysis, an extension of their own method in which an
adaptive lexicon was developed to update the aspects of the sentiments in the text
without human intervention. The result was that, in dynamic lexicon generation, the
context of the training dataset affected the performance in target datasets; in other
words, the similarity of the respective contexts of training and target datasets improved
the performance of dynamic lexicon generation.

Ekawati and Khodra (2017) used six step method to extract the aspect terms and
calculate the polarities of the result. The first step was to pre-process the text and remove
any inconsistencies from the texts. The next step was to extract the aspect terms, and to
achieve this a CRF model was used. The resulting labels were then used to extract the
features in the form of POS tags and headwords generated by using SyntaxNet. The
third step involved categorizing the extracted aspect terms, this was a two fold process.
The first process was to add pre-prcoessed sentences before the aspected terms and then
they used multi-label binary relevance classifier with MaxEnt algorithm for categorizing
the aspects. As a result, the classifier labels each sentence in the corpus as True if it
has certain categories; otherwise, it labels the sentence as False. For the fourth step of
sentiment classification, they used the same approach as they previously used for aspect
classification, in sentence classification they created labels each category as positive
and negative and in the next step for the assigning the sentiment polarities they used
classifier for food and place category. The next step was to generate an opinion structure
and they used CBOW model for this purpose. The aim of using the CBOW model was
to find similarity between extracted aspect with seed words for each category. Category
that had maximum similarity score was paired with the extracted aspect. The last step
was to calculate polarities for each extracted aspects in the step five, for this purpose
they used a formula which is as follows:

Rating =

(
P

P +N
∗ 4

)
+ 1

Where, P is the number of positive aspects and N is the number of negative aspects in
a particular User generated review.
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2.2 Recommendation System

Developing a better recommendation system is a basic problem for many internet com-
panies where new content is published everyday, there exist no generalized solution for
recommendation as the results needs to be personalised according to people’s behavior
while surfing and utilising the content on the web (Grbovic and Cheng 2018).

Kaya (2020) tried to approach the recommendation system as a link prediction prob-
lem by mapping the stays in hotels to a bipartite customer-hotel interaction network. In
this method, the network structure was used to capture detailed information on the
relationship between customers and hotels and then predict by utilizing the network
structure through supervised learning. Moreover, in this method, the main focus was
on the users’ location and making suggestions on how users in a certain geographical
region chose hotels.

Grbovic and Cheng (2018) proposed two distinct approaches, i.e. listing embed-
dings for short-term real-time personalization and user-type and listing type embed-
dings for long term personalization, respectively for the task of recommending and
ranking a listing in search at Airbnb. Since, particularly in the case of Airbnb several
new listings are updated on the website. This leads to the cold-start problem, to tackle
this problem they proposed a method in which it was assumed that the new listings
have similar preferences as other listings based on three features, geographically close-
ness of the new listings with the listings already present in the train-dataset, same room
type, and same rent price. To achieve this, K-nearest neighbours method was introduced
as this successfully grouped the new listings with less historical preferences data with
the listings having similar features.

Next, they calculated the mean vector using 3 embeddings of identified listings to
form the new listing embedding. Using this technique they were able to cover more
than 98 percent of new listings. For the purpose of search ranking and recommendation
different factors such as user clicks, logged in user sessions, host rejections were used.
For more personalized results their proposed search rank model used cosine similarity
to find the most relevant listing which incorporated the use of skip-gram models for
listing_type and user_type. Thus, the model produced the recommendations based on
type of embeddings.

Haldar et al. (2019) used deep learning for search ranking of listings at Airbnb.The
approach used feature engineering and feature distribution. In the feature engineering
process for the NNs, they focused on Feature normalization and Feature distribution.
Feature normalization was opted to use because the loss saturated in the middle of
training and additional steps and had no effect. Thus, to avoid this problem it was
ensured that all features are restricted to a small range of values, with the bulk of the
distribution in the -1, 1 interval and the median was mapped to 0. There were two types
of transformations performed:

• If feature distribution resembled a normal distribution,

(feature_val − µ)/σ

where, µ is the feature mean and σ is the standard deviation of the features
generated.
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• If the feature distribution looked closer to power law distribution,

log(
1 + feature_val

1 +median
)

The next step was to make the distribution of the features smooth, as this helped in
spotting the bugs when the train dataset was huge and also the model was generaliz-
able. To scale up the performance of the model hyperparameters tuning was done, this
included the tuning of learning rate, different batch-size, and use of dropout layer in
the final NN model. The final model chosen Deep Neural Network, the team reached
to this conclusion after comparing the performances between Simple NN, LambdaRank
NN, Decision Tree, and Deep NN as Deep NN outperformed the other models.

Tang and Sangani (2015) in their research used an interesting approach to recom-
mend Airbnb stays to the user based on the price and the neighbourhood. They used the
dataset for San Fransisco which is available on Insider Airbnb website. Since the dataset
available is large, so in order to compensate for high computation power, the listings
that belonged to neighborhoods containing fewer than 70 listings were excluded. This
resulted to have 6764 listings and 27 neighbourhoods thus, this resulted in reducing the
training time significantly. They used listing information, bag of words, text sentiments,
and to extract visual features from the images OpenCV was used. The features were
fed to the Support Vector Machine of the sklearn SVM package it was observed that
the model performed with highest accuracy of 42 percent using the bag of words text
features.

After carefully reading the past researches that were performed on the Airbnb
recommendation system, this paper is aiming to create a more personalized recommen-
dation system for the users that would be able to make the recommendations based on
the aspects of the comments related to the listings and its popularity. Since, most of the
previous researches focused using K-NN, Neural networks, Decision trees to classify
and recommend. Therefore, through this paper it is attempted to make recommenda-
tions based on User Generated Comments (UGC) and use popular recommendation
methods such as Content-based and Collaborative Filtering recommendations. The
Method/Models section of this research paper discusses about the approach in detailed
manner.

3. Experimental Setup

3.1 Dataset Description

The dataset used for the aspect-based sentiment analysis and building the recommen-
dation system is downloaded from Insider Airbnb. It is a non-commercial website that
scrapes and stores the data from Airbnb enabling users to download and visualize how
different Airbnb apartments are used around the different cities of the world. Among
data for different cities and countries available, the Amsterdam dataset is used for the
analysis and for building the recommendation system for this thesis. The scraped data
is stored in CSV format, a CSV file is a delimited text file that uses commas to separate
the values stored. Each row in a CSV format contains a complete record for that row.

The dataset used for the analysis and building up the recommendation model
is named reviews.csv on the website. This file used in this thesis was uploaded on
February 8, 2021, it holds the information of all Airbnb listings in Amsterdam city from
March 30, 2009, up to January 21, 2021. The downloaded CSV file contains 6 columns
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namely, listing_id, id, date, reviewer_id, reviewer_name, comments. The column list-
ing_id stores the unique id for each Airbnb stay in integer format, the listing_ids are
unique for each stay. The column id contains a unique identification number for each
row which can be used to retrieve particular information about a listing or a reviewer
and the date column contains the date when the review was posted on the Airbnb
platform. The column reviewer_id contains a unique identification number associated
with each reviewer whose names are stored in the name column. The comments column
contains the reviews dropped by a user after completing their period of stay in that
particular stay type. Figure 1 shows the raw data downloaded from the website.

Figure 1
Raw dataset before performing EDA and Text pre-processing

Figure 2 shows how the reviews are posted after a reviewer post a review about
a stay. This snapshot contains reviews, date of posting the review, first name of the
reviewer, and ratings provided on different criteria. The first review in the picture
is posted by me, after finishing my trip to Turkey in November 2020. Reading my
comments gives an accurate idea of what aspect-based sentiment analysis, as the review
states, "... had quick responses to my queries. The only problem I had with the place was terrible
wifi. Other than that everything was really great." This comment by me shows that there
were few aspects of the stay which were not satisfying for me and it would be helpful
criteria for the next person who chooses this place to stay.
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Figure 2
Review section of the Airbnb app viewed from iPhone IOS.

3.2 Data Pre-processing

The entire Pre-processing, data visualization, and model building is done using python
programming language on Google Colaboratory. The raw data contains 441274 rows,
the data was first analyzed to find out if there were any missing or NULL values in
the dataset, 271 rows from comment columns were NULL and were removed in the
data cleaning process. In the next phase of the data cleaning process, the column date,
name, and id were dropped and stored in a new dataframe named cleaned_df. Due
to limitations, and less knowledge of other languages only the comments written in the
English language are retained and stored in a new pandas dataframe named cleaned_df.
To filter out English language from the comments column fasttext model by (Joulin
et al. 2016) was used, a pre-trained model lid.176.bin was downloaded. A new column
named lang was created and each comment that were written in the English language
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were represented by ‘en’ in the corresponding column. Non-English comments were
then filtered out using the apply function on the column of the dataset.

3.3 Exploratory Data Analysis

An EDA on the dataset was performed to analyze as well as visualize the data, its
structure, and its distribution.

3.3.1 Readability. The most important part of aspect-based sentiment analysis is to have
sentences in a structured format, the better the grammatical structure of the sentences
are, the better the result would be when calculating the sentiment intensity of each
review posted. To observe the readability of the sentence, the Flesch readability score
using the flesch_reading_ease function from the textstat library is used. The score
generated by this function lies in the range between 0-100. Where the higher score
represents the ease in reading a particular sentence. The formula used for calculating
the score in the function is as follows:

SCORE = 206.835− 1.015

(
Number_of_words
Total_sentences

)
− 84.6

(
Syllables

Total_words

)
Figure 3 shows the Felsch score distribution for the comments posted by users in the
dataset. It was observed that majority of the text were awarded with a good readability
score. Thus, it was deduced that majority of English speakers were able to write their
comments in a readable manner.

Figure 3
Felsch readbility score distribution

3.3.2 Length of comments. To extract the aspect from a comment or a review, it is
important to have comments of appropriate length. Since, there are many people who
posts comments which are of either one word or grammatically incorrect, therefore it
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becomes important to filter-out the comments which are of shorter length. Figure 4
shows the length of the comments posted by the users in the dataset.

Figure 4
Length of each comment or review posted by users.

3.3.3 Frequency of occurrence of each listing. The aim of this thesis is to develop a
recommendation system, therefore one of the important task was to get the information
about the number of time a listing occurred in the dataset.Extracting the information
about frequency of occurrence gave the information about the popular listings in terms
of booking time by different users (in this case, user comments are not included to
decide the popularity of a listing). Table 1 shows the frequency of occurrence of few
listings in the entire dataset.

Table 1
Listing id and their corresponding frequency of occurrence in the dataset.

listing_id Frequency

2818 278
20618 339
25428 5
27886 219
278871 336

3.3.4 Frequency of reviewers using Airbnb to book a stay. A better understanding of
the data to develop the recommendation model would be the information of the number
of times a person books a stay, as it is necessary to have insights about the user booking
history to develop a personalized recommendation system. Therefore, the frequency
of a user booking Airbnb helps to provide a better understanding of the data. Table 2
shows the frequency of booking done by several users.
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Table 2
reviewer id and number of times a listing was booked by them in the dataset.

reviewer_id Number of times booked a listing

12574897 22
11318929 18
10146524 13
7647712 12
12900104 9

3.3.5 Wordcloud. In order to extract the aspect terms, it is important to know the words
which is most frequently used by users. This step was a crucial step in visualizing the
data as, it provided the insights to the top 100 words used by users in their comments.
Figure 5 shows the most frequent words used by different users in the form of word-
cloud.The larger the font of a word, the more frequent it was used by different reviewer
in their comments for a review posted.

Figure 5
Word cloud displaying the top 100 most common words used in reviews.
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3.4 Feature Engineering

In the process of feature engineering, 9 unique features are extracted from the com-
ments, in order to obtain the aspect-based sentiments of each comment. The 9 unique
features extracted throughout the process of feature extraction are expanded_words.
This method converts the contracted words in English to their regular form, such
as {couldn’t = could not; didn’t = did not; wouldn’t = would not}. To achieve this,
python library contractions was imported and then function fix() was used, after the
words were expanded, they were converted into sentences. The next step then, was
to perform tokenization on expanded sentences and remove any special characters or
punctuation present, for instance {"The bedroom, kitchen, bathroom was dirty!" =
[The], [bedroom], [kitchen], [bathroom], [was], [dirty]} after performing this the tokens
were converted to the lower case. After the tokenization was performed, the next step
performed was to remove the punctuation signs (, . ? ! / ‘ “ “ ) from the tokenized
sentences. To remove the punctuation signs the string library was used.

To extract the aspect terms from the sentences, the feature engineering process did
not stop at an early stage. After, the removal of the punctuation, the next step that was
carried out was, stopwords removal. Sentences are formed by joining different words
such as {and, the, when, or}. Such terms acts as noise while computing the sentiment
and also it becomes difficult for the machine learning model to extract the aspect terms
properly, therefore, to achieve this, nltk.corpus, a pre-trained pipeline from the stanford
library was used. For instance, a sentence "The hotel was quite expensive", when
stopwords are removed using the nltk.corpus pipeline the output becomes like "hotel
quite expensive". Thus, it makes easier for the ML model to find the the Part of speech
used in the sentences which is discussed briefly in the forthcoming paragraph.

In order to extract the aspect terms that would grammatically stand correct, it is
first needed to understand the Part-of-speech used in the sentences. To achieve this,
nltk.pos_tag was used. In order to perform a refined feature engineering to get better
aspect terms, lemmatization was performed on the POS tagged words so that the words
that were not present in their root form could be converted. For instance, words such
as {’cooked’, ’cooking’, ’cooks’} are not in their root form, so applying lemmatization
would convert them to the root form, which is {’cook’}. NLTK package was used to
perform lemmatization, and Wordnetlemmatizer() was used to carry out the task. This
was the final step, from this step the actual task of checking the dependency and
extracting the relationships between two words was carried out. Table 3 shows the
different POS tags that can be visualized using the nltk.pos_tag function.

The next step, then carried out in the process was to visualize the dependency
between the words. In order to visualize, spacy library was used, as shown in the
Figure 6. The last and important step in the feature engineering process was to extract
the aspect terms. The pair of terms that were tagged with Nouns (NN), Adjectives (JJ),
Comparative Adjectives (JJR), CommonNouns (NNS), Adverbs (RB) were extracted.

In order to obtain the sentiment polarities of the UGCs, a lexicon-based and rule-
based sentiment analysis tool introduced by (Hutto and Gilbert 2014). The output of
the intensity is categorized into 4 groups namely: negative, positive, neutral, and com-
pound, the compound score represents the sum of all the lexicon ratings standardized
to [-1,1].
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Table 3
Universal Part-of-Speech (POS) Tagset

Tag Meaning Example

ADJ Adjective new, good, high, special, big
ADV Adverb really, already, still, early, now
NN Noun year, home, costs, time, The Netherlands
PRON Pronoun he, their, her, its, my, I
Verb Verb is, say, told, given, playing, would
NUM Number twenty-four, fourth, 1997, 14:24
DET Determiner the, a, some, most, every, no
CONJ Conjunction and, or, but, if, while, although

Figure 6
Dependency visualisation on a part of the review text using Displacy function. It shows that the
daniel is being reffered to as really cool, as the arrow from cool goes back to really and daniel.
Also, the reviewer mentioned the place where he/she must have stayed, and it was also
mentioned as a cool place. Therefore, an arrow from cool is linked to the word place.

Figure 7
Positive and negative sentiment score distribution after calculating the sentiment scores for each
reviewers.

12



Manav ABSA recommendation system: hybrid approach

4. Method / Models

Extracting the aspect terms and calculating their polarity was the step 1 task. After
successfully completing step 1 task, the next task in this paper was to design a rec-
ommendation model. The forthcoming paragraphs briefly describe the steps that were
taken into the account while developing the respective models.

4.1 Pre-model development phase

After visualising the distribution of the sentiments, the data was first split into train
and test set, weights were assigned to the positive and the negative comments this was
done because Agresti (2003) mentioned that a weight is given to a data point to assign
it a lighter, or heavier, importance in a group. Therefore, it was aimed that negative
comments were to be assigned less importance than the positive comments. The formula
used to calculate the weights is as follows:

wnc =

(
% of known number of negative comments

% of negative comments in dataset

)

wpc =

(
% of known number of positive comments

% of positive comments in dataset

)

the weight for negative comment (wnc), obtained using the formula mentioned was 0.99
which was rounded off to 1 and for the positive comments (wpc), the weight obtained
was 99.9 and it was rounded off to 100. This was done so that the ratings could be
returned as a whole integer for the ease in developing the algorithm further and the
recommendation systems uses normalised weights instead. Since the data was highly
imbalanced, therefore, only listings which are booked at least 3 times are selected. This
helped to extract the users with historical choices available. The filtered data was stored
in pandas dataframe named all_bookings. This data was then split into train and test
set using sklearn train test split library function (Pedregosa et al. 2011). The data was
randomly split in the ratio of 80% as train set and remaining 20% as test set.

As it was known beforehand that the original dataset was highly imbalanced,
therefore in order to make the models generalised the train set minority classes of the
train set was upsampled and made equal to the length of the majority class. When the
data was upsampled and the imbalanced was handled, then the train set was passed
to the model. To normalize the compound score of the polarities, the following formula
was used:

label_weight = log2(1 + y)

where, y is the compound score for each review posted by the reviewer, and the re-
sulting label_weight is the normalized compound score for each reviewer. Normalizing
the scores was done to convert the negative compound score to a common positive
scale range without distorting the difference in the range of the values. The forthcoming
paragraphs describes the main models that were approached and fine tuned for making
recommendations. The 4 models developed is as follows:
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4.2 Baseline Approach

Popularity Model: A popular method used in building a recommendation system is the
popularity model. The fundamental approach of this model is to recommend to a user
an item that has not been previously used by that user. Therefore, the result of this model
is more generalized and from the perspective of everyone. Thus, this model was chosen
as a baseline model to compare the performance of the main model. Table 4 shows the
top 5 listings provided by the developed popularity model.

Table 4
Top 5 popular listings in the dataset.

listing_id label_weight

68290 93.214961
68873 93.214961
2429334 73.240326
1601408 73.240316
12908561 73.140789

4.3 Content-based model

Content-based recommendation systems aim to suggest things that are close to those
that a consumer has previously enjoyed. Indeed, a content-based recommender’s basic
process entails matching the attributes of a user profile, which stores preferences and
interests, with the attributes of a content object (item), in order to suggest new inter-
esting items to the user (Lops, de Gemmis, and Semeraro 2011). Figure 8 shows the
basic working structure for a Content-based recommendation system. To perform the
content-based filtering method, a two step process was designed. The first step that was
to create a tf-idf matrix for the User Generated Comments, the second step used cosine
similarity to return the recommendations. The forthcoming subsections discusses about
the methodology in detail.

Figure 8
Item similar to user’s previous choice is recommended to the user.
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4.3.1 Term-Frequency*Inverse-Document Frequency (TF*IDF). The TF*IDF methodol-
ogy originated from the IDF method proposed (Jones 2004), which was based on the
heuristic intuition that a query word that appears in a large number of documents is
not an useful discriminator and should be given less weight than one that appears in
a small number of documents (Zhang, Yoshida, and Tang 2011). In this thesis TF-IDF
weighting was used to gain insight into what makes individual users unique. Equation
below is the classical formula of TF*IDF used for term weighting.

wij = tfij × log(N/dfi)

where wij is the weight for term i in document j, N is the number of documents in the
collection, tfij is the term frequency of term i in document j and dfi is the document
frequency of term i in the collection.

TF-IDF values were calculated for all unique terms (1-grams) and the combinations
of 2 sequential terms (2-grams) from the corpus using the above weighting equation
and stored in an n× k matrix where n represents a row of users and each k represents a
column of 1 or 2-gram. To create a personalized recommendations for each reviewers in
the training set, their profiles were created and named as reviewer_profile. This profile
of each reviewer was created by using the relevance score computed from tf-idf method
for the posted reviews against the stays for which the user has not posted any comments
for the listings within the training set, as shown in Figure 9. The value in each position

Figure 9
Top-15 Relevance score for different features extracted for reviewer with reviewer_id 52998263
using tfi-idf method.
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represents how relevant is a token (unigram or bigram) for the reviewer. The relevance
score is computed against the reviews of the airbnb stays for which user has not posted
any reviews. The forthcoming subsection discusses about the cosine similarity and how
it was used in developing the Content-based recommendation system in this thesis.

4.3.2 Cosine Similarity. A similarity measure reflects the degree of closeness between
2 articles using a single numeric value (Huang et al.). Cosine similarity was chosen
because, it is easy to calculate and interpret and is a popular method used in the
calculating the similarity score (Dhillon and Modha 2001). Cosine similarity returns a
value between 0 and 1, where 2 documents with a similarity value of 1 or closer to 1
are regarded as identical, and a value of 0 or close to 0 implies no similarity between
the documents (Huang et al.). The formula used to calculate the cosine-similarity is as
follows:

cosine(x, y) =

n∑
i=1

(xi, yi)/

n∑
i=1

(x2i ) ∗
n∑
i=1

(y2i )

where, x is user-profiles in the vector form and y is the feature vector corresponding
to every Airbnb stay which was not reviewed by the user, generated using the tf*idf
methodology. Finally, the top-5 and top-10 similar stays were recommended for a par-
ticular user based on the cosine-similarity that was generated. However, a disadvantage
of Content-based recommendation system is facing cold start problem, this occurs when
there is no historical data available about a user’s preferences (Lops, de Gemmis, and
Semeraro 2011). Recommendation system developed for hotel industries faces such
problem, as it is very rare for a person to book a same place again while visiting a place
(Grbovic and Cheng 2018). The forthcoming sub-section briefly discusses the model
developed to tackle the problem.

4.4 Collaborative filtering model

To overcome the cold-start problem, Collaborative filtering model was designed as there
were many users with no history of booking. The basic working algorithm for this
model is that to compare a customer’s preferences to those of other customers before
making recommendations. It’s a personalized algorithm, thus, providing recommenda-
tions for each user based on their historical choices (Chaudhary and Anupama 2020).
Figure 10 shows the working of Collaborative filtering model.
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Figure 10
Item similar to user’s previous choice is recommended to the user having mutual choices.

There are two types of Collaborative filtering methods available, Figure 11 shows
the types of methods available with their short description. Before the model was

Figure 11
Short description for the prominent types of Collaborative Filtering method. Model-based
approach was used in this thesis.

developed, LDA method was utilised on the reviewers’ comments. The forthcoming
subsection describes the implementation of the LDA method and its relevance for the
thesis.

4.4.1 LDA:. Blei, Ng, and Jordan (2001) introduced the LDA method, in their research
paper they defined LDA as a generative probabilistic model of a corpus, where corpus
was defined as a collection of more than one document. The basic mechanism for a
working LDA model is that documents are represented as random mixtures over latent
topics, where each topic is characterized by distribution over words. Blei, Ng, and
Jordan (2001) further stated an equation that illustrates the working method of LDA
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to obtain the probability of the corpus. For given parameters α, β, the joint distribution
of a topic mixture θ, a set of N topics z, and a set of N words w the probability of a
corpus D (collection of M documents) is obtained by:

p(D|α, β) =

M∏
d=1

∫
p(θd|α)(

Nd∏
n=1

∑
zdn

p(zdn|θd)p(wdn|zdn, β)dθd)

The parameters α and β used in the equation are corpus-level parameters, they are
assumed to be sampled once in the process of generating a corpus. The variables θd are
document-level variables, sampled once per document. Finally, the variables zdn and
wdn are word-level variables and are sampled once for each word in each document.
Hence, the probability of a corpus is obtained by taking dot product of marginal
probabilities of single documents.

Often, LDA model is mistaken with the Simple Drichlet-multinomial clustering
model, thus it is important to distinguish between both the models. A classical clus-
tering model typically involves a two-level model in which a Dirichlet is sampled once
for a corpus, a multinomial clustering variable is selected once for each document in
the corpus, and a set of words are selected for the document conditional on the cluster
variable. As with many clustering models, such a model restricts a document to being
associated with a single topic. On the counterpart, LDA, involves three levels (shown in
Figure 12), and particularly the topic node is sampled repeatedly within the document.
Therefore, with the LDA model, documents can be associated with multiple topics
instead of one. The forthcoming paragraph explains how the topics were formed.

Figure 12
Graphical model representation of LDA. The boxes are “plates” representing replicates. The
outer plate (M ) represents documents, while the inner plate (N ) represents the repeated choice
of topics and words within a document.

To build the LDA topic model using LdaModel(), a corpus and a dictionary was cre-
ated. Gensim module was used to produce dictionary, it creates a unique id (word_id)
for each word in the document. The produced corpus is in the form of mapping of
(word_id, word_frequency). For example, (0, 1) implies, word id 0 occurs once in the
first document. Then a dictionary was created on the user generated reviews, using
the module corpora.dictionary. In addition to the corpus and dictionary, the number of
topics were set to 10 in the ldamodel(), as the aim was to cover the top-10 topics that
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reviewers were interested in. Apart from that, alpha and eta, the hyperparameters that
affect sparsity of the topics were both set to defaults to 1. The number of topics was
decided by computing the coherence score from one topics to ten topics, as illustrated
in Figure 13 Mifrah and Benlahmar (2020), in their research mentioned that c_v measure

Figure 13
Graphical representation of choosing the optimal number of LDA topics.

is a prevalent method to calculate the coherence of topics. It is based on a sliding
window, one-set segmentation of the top words and a measure that uses normalized
point-wise mutual information (NPMI) and the cosine similarity. Therefore, this method
was used to calculate the coherence score as shown in the Figure 13. To achieve this
compute_coherence_values() method was used, and the dictionary and corpus that was
created to generate the topics, were passed as the parameters to calculate the coherence
scores.

Finally, the lda model generates the output in the form of words and their respective
weights as a contribution for a particular topic. Figure 14 shows the topics generated
along with the words dedicated for each topics. To make the output look cleaner, top-10
words were chosen to be displayed. For instance, in Topic 0 displayed in Figure 14 it is
evident that word ’stay’ holds 0.049% weight, word ’great’ holds 0.046% weight, word
’apartment’ holds 0.032% weight, and so on. It is evident that the Topic 0 as displayed
in the Figure 14 is collection of words such as stay, great, apartment,size,.. and so on,
therefore the Topic 0 was renamed as Topic Stay. In the similar fashion other topics
were renamed as well. By forming the topics in the fashion described, it allowed to
understand the most common and important discussion that the users did about the
Airbnb Listings, thus the prior information about users’ preferred topic of discussion
was leveraged to develop the recommendation model, also it allowed to study the
different words users used to describe their experience and explain the whereabouts
of their stay in a brief manner.

LDA method was incorporated in this research so that a clear understanding could
be obtained about the choices, and aspects of a reviewer for a particular stay at Airbnb
by deducing the reviews into a group of topics. This helped to understand aspects that
reviewers found as a positive or negative for a stay. There was two motives behind the
creation of the topics using the LDA model. First being, a medium to visualize the topics
using LDAVis, and finding the optimal topics and exploring the choices of different
users for Airbnb listings, and second motive being using these topics as the feature
matrix in LDA-SVD model to generate recommendation using Model-based CF method.
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Figure 14
Topics generated using ldamodel(). Numbers before each words shows their weight of
contribution for that particular topic.

The results of using the LDA method is included in the Result section Figure 16, and
Figure 17, later in the discussion section the result is described.

After developing the LDA model and extracting the topics, the LDA feature matrix
was developed, this feature matrix was then utilised in the SVD model to predict the
user-ratings. Since, in the dataset, the user-ratings was not available therefore, the com-
pound score generated for each reviews in the Aspect-based sentiment analysis process.
Furthermore, the forthcoming sub-section describes the use of LDA-SVD together for
generating the recommendations using Collaborative Filtering model.

4.4.2 Model-Based Filtering:. These models use various machine learning such as
Singular value decomposition, Markov decision process, clustering models, Bayesian
networks, Dirichlet allocation, and data mining algorithms to predict what rating a user
would offer to things he has not used or rated yet in this form of the filtering process. To
improve the accuracy and efficiency of the model, these algorithms need dimensionality
reduction to minimize the number of dimensions of its features. (Chaudhary and Anu-
pama 2020). Therefore, for this thesis the second model developed used the Singular
Value Decomposition method as the Matrix Factorization method to predict the user-
ratings for the listings that were not booked earlier. The model developed incorporated
a two fold step in order to predict the ratings by reviewers for listings. The following
point describes the steps taken:

• Decomposition of the feature matrix generated from LDA modeling
using SVD (LDA-SVD Model): The approach used in this thesis was to
associate the label_weight which was obtained from the compound score
of overall review for each reviewer with the topics that best represents the
user’s opinion for that particular Airbnb listing. Therefore using LDA
method it was aimed to represent these documents(Collection of reviews
from the training set) as being composed of topics and use that as a base in
developing the term by sentence matrix for SVD. Then SVD was
implemented to extract the most sentences that best represent these topics
by obtaining the most orthogonal representations. After performing this
step, the next crucial stage that was performed was to predict the
label_weights (named as R in the equation), the mathematical formula is
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as follows:

R = U.Σ.V T

where,

U ∈ IRn×r, Σ ∈ IRr×r, V ∈ IRr×m

Inspired by the approach of Koren, Bell, and Volinsky (2009), a sparse
matrix was created from training dataset with the values as label_weight,
the sparse matrix generated was decomposed in n x r User latent feature
matrix, r x r diagonal matrix containing singular values of LDA generated
r x m feature matrix and number of factors were set to 15. The main aim
was to make the resultant matrix, able to capture most of the variance from
the original matrix. Therefore, the feature matrix generated from LDA
topic modelling was decomposed using SVD method, as it is evident that
SVD helps to capture the most orthogonal representations of topics in the
documents (Arora and Ravindran 2008). For this thesis, instead of
predicting ratings, it was focused to predict the label_weights that was
assigned to each listings in the Pre-model development phase.

• Predict label weights (R’): After decomposing the sparse matrix, the
second step taken was to generate the predicted label weights by taking
the dot product of reviewers, and the listings matrix such that,

R′ ≈ R

and, R’ matrix was constructed by sorting the values of k x k diagonal
matrix by decreasing absolute value and truncating this matrix to first k
dimensions ( k singular values). Figure 15 shows the calculation for
R’(Predicted label weights) and the formula used to calculate R’ is as
follows:

R′ = Ũn×k.Σ̃k×k.Ṽ
T
k×m

.

Figure 15
Construction of the predicted label weights by reducing the k dimensions of the diagonal matrix.

Once, the label weights were predicted, the next step taken was to normalize the
matrix. The normalization was done to reduce the cost of errors. The calculation of
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normalization performed is as follows:

normalized R′ =
R′ −min(R′)

R′ −max(R′)

After this step, the final step taken was, to pass the normalized predicted label weights
to the collaborative filtering model and generate recommendations in terms of Airbnb
listings for reviewers and return the top-5 and top-10 results based on the predicted
normalized ratings.

4.5 Hybrid Model:

Hybrid filtering incorporates various recommendation approaches to improve system
optimization and prevent some of the drawbacks and issues that comes with pure
recommendation systems. Hybrid approaches are based on the assumption that a mix-
ture of algorithms can provide more reliable and efficient suggestions than a single
algorithm, since the drawbacks of one algorithm can be solved by another algorithm
(F.O. Isinkaye 2015). With the aim of achieving better performance, weighted hybridiza-
tion method was incorporated. The forthcoming sub-section describes the weighted
hybridization methodology used in the model development process.

4.5.1 Weighted Hybridization:. Weighted hybridization integrates the outcomes of var-
ious recommender systems to produce a recommendation list or forecast by using a
linear formula to integrate the scores from each of the techniques in use. A weighted
hybrid model has the advantage of using all of the recommender system’s strengths in
a transparent manner throughout the recommendation process (F.O. Isinkaye 2015).

Thus, the hybridized model for this thesis was developed in 3 fold steps. The
following points describes each step taken briefly:

1. Ensemble weight initialization for the Content-based and Collaborative
filtering methods:
As a pre-requisite of weighted hybridization model, ensemble weights
were assigned to the two models. The weights chosen for each model was
based on the individual performances of both the models (shown in Table
5). Therefore, for the Content-based recommendation model a weight of
20.0 was assigned and for the Collaborative-filtering model a weight of
was 500.0 assigned. This was because the Collaborative filtering method
outperformed the Content-based method (as shown in Table 5). The
ensemble weights were the hyperparameters, therefore the weight for each
model was chosen randomly and the final weight combination that was
retained provided better result.

2. Merging the recommendations of the two models:
After, initializing the weights, the next step performed was to merge the
recommendations generated by each model and obtain a single unified
dataframe of recommendations. To merge the dataframe, outer join was
performed and the join was done on the reviewer_id column. The outer
join merges the rows from the left and the right dataframe with NaNs
where there are no matched join variables (Lynn 2021). Since, the outer join
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also returned NaNs, all those entries which were NaNs were filled with 0.0
in order to ignore execution errors.

3. Calculating the Hybrid recommendation strength:
The final step in developing the hybrid model was to calculate a hybrid
recommendation strength, following formula was applied for the strength
calculation:

Ensemble_CB_strength = CB_strength× ensemble_weight_CB (1)

Ensemble_CF_strength = CF_strength× ensemble_weight_CF (2)

Where, CB_strength is the weighted average of the produced
recommendation ratings (in the case of this thesis, the recommendation
ratings was the compound score generated using the Aspect-based
sentiment analysis), similarly the CF_Strength was computed by
calculating the weighted average of the normalized ratings score that was
generated by the CF method as described earlier. The ensemble weights
were used to give importance to better performing model among CB
model and CF model and to achieve this, model-averaging was
performed. Model-averaging is used when dealing with parameter
uncertainty, the main idea of using it is when the model is trying to make
predictive models some models works right for the prediction point while
some models tend to overestimate or underestimate. By averaging over all
the models, it is focused to even out the overestimation and
underestimation (Steel 2017). To accomplish this task, RMSE (root mean
squared error) was used as the model fitness. Then it was averaged using
the following formula as stated below:

ensemble_weighti =

∑
i
yi
σ2
i∑

i
1
σ2
i

in the formula mentioned, it was aimed to weight the prediction y for
model i (where i is Content-based and Collaborative-filtering model) with
the inverse of the squared RMSE (σ2) for model i. After calculating the
ensemble weights for each model and calculating the Ensemble strength
for both CB and CF model, a Hybrid weight was calculated as described in
the equation below:
Substituting Eq.(1) and Eq.(2) we get;

Hybrid_weight = Ensemble_CB_strength+ Ensemble_CB_strength

After, the calculation of the associated hybrid strength for each listings, the
dataframe was arranged in ascending order, to get the highest strength on
the top. Then the final step carried out was to return the recommendations
with top-5 and top-10 hybrid weights.
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5. Evaluation:

5.1 Workflow of Evaluation Model:

Evaluation is important for machine learning Models, because it allows to compare
objectively different algorithms. Therefore, the dataset was split into two parts - training
(80%) and testing dataset (20%). The model was trained on a majority of training dataset
, the recommendations were predicted for the reviewers in the testing dataset. Figure 14
shows the workflow of an evaluation metrics. The data from train set was first used to
build the recommendation system, after properly tuning the recommendation system,
the test set was used to generate the recommendations. These recommendations were
passed to the evaluation metrics to obtain the performance of each models. In this thesis
standard classification accuracy metrics namely precision, recall and f-measure was
used. These values were measured per user by retrieving K recommendations (where
K was 5 and 10) and calculate their average values across users, corresponding to each
K. Recommendations were generated based on the training split of Airbnb data and
quality of prediction was assessed by comparing predictions with the test split of the
Airbnb data.

In Recommender Systems, there are a set metrics commonly used for evaluation.
For this thesis it was chosen to work with Top-N accuracy metrics, which evaluates the
accuracy of the top recommendations provided to a user, comparing to the items the
user has actually interacted in test set. This evaluation method works as follows:

• For each user:
– For each item the user has interacted in test set, sample 250 other

items (Airbnb listings) the user has never interacted.
– The recommender models were then used to produce a ranked list

of recommended items, from a set composed one interacted item
and the 250 non-interacted ("non-interacted Airbnb listings") items.

– Compute the Top-N accuracy metrics for this user and interacted
item from the recommendations ranked list

• Top-N accuracy metrics was then aggregated, in order to get an overall
score.

The 3 popular evaluation metrics used in this thesis:
Recall: Herlocker et al. (2004) defined recall as the probability that a relevent item

will be selected. The formula used for recall@k:

recall@k =

(
#_of_recommended_items_that_are_relevant_@k

total#_of_selected_items_in_the_test_set

)

Precision: (Herlocker et al. 2004) defined precision as ratio of number of relevant
items selected to the number of selected items. This metric was chosen because, it repre-
sents the probability that a selected item is relevant The formula used for precision@k:

precision@k =

(
#_of_recommended_items_that_are_relevant_@k

#_of_recommended_items_at_k

)
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f-1 score: Hand, Christen, and Kirielle (2021), defined f-score as harmonic mean of
precision and recall measure. It was used as it provides a single score that summarizes
the precision and recall. The formula used for f-1_score@k( More weight to Precision is
given):

f − 1_score@k = 1 + 0.52 ∗
(

precision@k ∗ recall@k
(0.52 ∗ precision@k) + recall@k

)

Figure 16
Workflow of the evaluation model. The data from train set is first trained on the
recommendation algorithm. Then a recommendation model is made on which first the train data
is fed and tested for tuning the model correctly. Finally, the predictions generated and the test set
is passed to the evaluation metrics to generate the recommendations on test set.

6. Results

After performing the LDA topic modeling on the train set, following results were
obtained as shown in Figure 17. It was observed that reviewers paid attention to 10
prevalent topics, such as Transport, Host, Amenities, Stay, Aesthetics of the stay, Hos-
pitality, Reservation, Responsiveness, Room, and general topic that included reviews
regarding family, overall experience and different ideas. The words for each topics are
grouped according to their weighted contribution for that particular topic. In the Figure
17 top-10 words are shown, according to their weighted contribution. Figure 18 on the
left shows the distribution of the top-10 topics, the size of the bubble represents the
dominance of the topic. Figure 18 on the right shows the frequency distribution of a
word used in a topic. As shown in the right side of the Figure, it is evident that for
topic 3 the words that was used the most was get, staff, provide, amenity and other
words, but these words were used frequently. The topics obtained via the LDA model
is discussed in detail in the forthcoming section.

Once the topics were modeled, recommendation models were created and well
tuned, the model when passed to the evaluation metrics, the hybrid model outper-
formed the baseline model and the individual Content-based, and Collaborative fil-
tering model the highest values for recall, precision, and f-1 score. Table5 shows the
performance of the models after calculating evaluation metric scores.
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Figure 17
Top-10 topics generated by the LDA model. Each topic is represented by the group of the words
according to their weighted contribution in defining a topic. Top-10 words only are displayed for
each topics for neat representation.

Figure 18
The layout of LDAvis which is generated using the LDAvis module, with the global topic view
on the left, and the term barcharts (with Topic 3 selected) on the right. Linked selections allow
users to reveal aspects of the topic-term relationships compactly.

The Figure 19 shows the evaluation metric scores for each developed models in the
form of barchart,
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Table 5
Performance of the recommendation models developed based on Recall, Precision and F-1 score
as the evaluation metrics.

Model Name Recall@5 Recall@10 Precision@5 Precision@10 F-1@5 F-1@10

Popularity 0.233 0.350 0.244 0.367 0.242 0.363
Content-based 0.143 0.183 0.150 0.185 0.149 0.180
Collaborative 0.394 0.396 0.413 0.415 0.409 0.411
Hybrid 0.444 0.464 0.466 0.486 0.461 0.482

Figure 19
Evaluation metric score for Recall, Precision and F-1 score for Popularity, Content-based,
Collaborative Filtering, and Hybrid Model.

7. Discussion

The main aim of this thesis was to develop a recommendation system that performs
Aspect based sentiment analysis on the reviews posted by the users and then uses the
sentiments of the reviews to develop a recommendation system that would generate a
personalized recommendation for different users. The forthcoming paragraph answers
the initial research questions mention in the Introduction section of this paper.

RQ 1. When reviewing the stays on Airbnb which topic or set of topics are found to be of
higher significance to the reviewer based on ABSA on the past reviews?

After performing the Aspect-based sentiment analysis on the dataset, the top-10
topics that were generated is shown in Figure 17 The clustering of the topics mostly
centered around on the topic of distance, followed by amenity, cleanliness and size
or the area of the room. One of the interesting findings was that location was one of
the most frequently mentioned term regarding locality description. However, it was
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observed that the terms, such as place, great, host, room was the most discussed topic
while describing a stay. Therefore, the of the use of these words were the central theme
of description of the an Airbnb stay. Figure 18 shows the visualization of the term
frequency for the 10 topics generated. The left part of the Figure 18 shows the topics
in the form of bubbles with different sizes. The size of the bubble is proportionate
to the dominance of a particular topic and the right part of the Figure 18 shows the
terms that were used the most in a particular topic. It is necessary to note that the
results of LDA can be interpreted differently by different people as the LDA model
only outputs a probability mix of topics with the distribution of the term frequencies
for the respected topics. Therefore, it requires human intervention to discover distinct
topics. In order to develop deeper understanding of the topics, aspect-based sentiment
analysis can be tried using a larger set of data, such as detecting target entity for every
sentence and running a sentiment analysis. Also, it is important to note that because
the sample size was rather small, it is subjected to the effect of words of few mouths
(Roy, Datta, and Mukherjee 2019). Thus, to finally answer the RQ 1. it can be affirmed
that the topics that were found to be of higher significance to the reviewer were ten
topics, namely, Stay, Transport, Amenities/Accessibility, Reservation, Room, General,
Hospitality, Responsiveness,Aesthetics and Host.

RQ 2. Based on the users’ most common choice of topic(s) for stays, what are the individual
recommendation models that could be used to generate a personalized recommendation for each
user on Airbnb?

In order to generate personalized recommendation to the user based on their mostly
used topics of discussion for an Airbnb stay(s), two models were developed Content-
based filtering and Collaborative filtering model. Anyhow, the way of utilising the
users’ most discussed topics were approached differently in both the models, as the
Content-based model used tf-idf whereas the Collaborative filtering model used LDA
topic model combined with SVD model. The tf-idf model first computes the frequency
of a words used in a document and the inverse document frequency of the word across
a set of documents (Jones 2004). In this method the topics are represented as documents
whereas in the Collaborative filtering method it generates different topics and words
that represents the topic(s) in a best way. Also, a hybrid model was developed that used
both Content-based and Collaborative filtering models’ recommendation with the aim
to be able to generate optimal recommendations.

SQ.2.1 How do the developed recommendation model perform on the Airbnb data?
The evaluation metric that was used to evaluate the performance of the model was

recall, precision and F-1 score. The aim was to evaluate the performance of the model
when it recommended top-5 and top-10 from random 250 listings in the test set. The
forthcoming paragraph discusses each metric separately.

The hybrid model scored the recall5 of 44.4%, and recall10 of 46.4%, this result can
be interpreted as the hybrid model was able to correctly classify 44.4% and 46.5% of
unseen random 250 listings from the test set as the top-5 and top-10 recommendation.
When compared with the recalls for top-5 and top-10 listings for Content-based, collab-
orative filtering and the most importantly the popularity model were outperformed by
the developed Hybrid Model.

Second metric that was used to evaluate the performance was precision metric,
When the final performance score of the hybrid model was compared to the remaining
models, it was observed that for the hybrid model was able to produce 46.6% and 48.6%
of relevant listings from 250 random unseen listings in the test set for top-5 and top-10
recommendations. The precision produced by the hybrid model again outperformed the
precision produced by the baseline, Content-based and Collaborative filtering model for
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top-5 and top-10 recommendations. The forthcoming paragraph discusses about the F-1
score for the final models.

It is important to check the accuracy of the model on the test set as the would help
to understand the performance of the model on a different dataset as well. When the F1-
score of the hybrid model was analyzed, it was observed that according to the result, the
hybrid model turned out to be 46.1% and 48.2% accurate on the test set for top-5 and top-
10 recommendation. When the F-1 score for top-5 and top-10 recommendation of the
hybrid model was compared with the baseline, Content-based and Collaborative model,
it was observed that the hybrid outperformed each model. Thus, after the visualization
and comparison of the evaluation metrics with the models developed, it can be affirmed
that the Hybrid model performed best.

SQ.2.2 Which is the most optimal model to use for the recommendation system?
After evaluating the performances of the individual developed models and the

hybrid model as discussed in the SQ.2.1 it can be said that it is possible to obtain better
results for recommendation with the hybrid model, as compared to the pure Content-
based and Collaborative filtering model that were developed.

This study contributes to the existing framework of recommendation systems by
introducing a novel approach of using hybrid model combining the Content-based,
and collaborative filtering methods. As it has been proved in the previous studies (by
for example Nikulin (2014);Rodríguez, Ovalle, and Duque (2015)) that using a hybrid
model gives a better performance and is suggested to develop a hybrid model for the
recommendation task as the hybrid model successfully compliments the back holdings
of the model which performs poor.This, suggestion was used and it worked well for
this thesis. This research, however has few limitations as well. First, the dataset was
only for the Amsterdam city, therefore, it lacked history of users’ previous choices. In
order to build better recommendation system, it is advised to use dataset of few more
cities neighbouring to Amsterdam (in this case), or in general it is advisable to use
dataset that has the information about user booking of more than one city. This would
be helpful in not only building a better recommendation model, but also it would be
helpful to analyze people’s behavior while booking a place in a different parts of a city.
This could provide deeper insights to develop fine-grained recommendation system.
Secondly, expanding the analysis of other languages by removing the limitation of using
a single language for the Aspect-based analysis could help to incorporate wider range
of features that could be explored to understand and predict the booking behaviour
of people based on more than one location too and developing a more generalized
recommendation system to use.

8. Conclusion

With growing technology, the tourism has also grown, and due to this speed of technol-
ogy growth, tourism has incorporated the use of technology and committed to provide
seamless experience to the users right from booking a stay until the check-out from the
place. E-commerce businesses have flourished, especially the hotel industry (Luo 2018).
According to Belarmino and Koh (2018), electronic publicity or (E-Word of mouth) has
played an essential role in this scenario, with E-WOM, text data comes into the picture
and therefore, these huge amount of text data can be leveraged to build systems that
would not only help the business to grow but also, it would help people in enjoying
a seamless trip planning. In this thesis, a recommendation system for Airbnb stays in
the Netherlands is built using the Aspect-based sentiment analysis as the ground. The
main aim of this thesis was to apply and extract Aspect-based sentiment analysis on
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the reviews posted by the users and then build a recommendation system that uses the
sentiment intensity obtained from the reviews. Analysing the performance of the model
developed it is worthwhile to highlight that having a large dataset always is not helpful
in achieving the desired goal. A proper combination of quantity and quality of the data
can do the work.

This research was dedicated to perform an Aspect-based sentiment analysis on the
user generated comments and leverage the sentiments to develop the recommendation
model. Therefore, the optimization was performed mainly on the text data such as
choosing topic, understanding the readability features, decomposition of the feature
matrix, and Part-of-speech tagging, to understand the relation between the words in
order to extract the aspect features.

In the previous studies of recommendation systems using the text data alone as
the basis of the recommendation system for Airbnb stays was not explored, through
this research it may be helpful to similar studies where the main focus is on the User
generated texts with limited information available.

One of the interesting finding was that models performed better while recommend-
ing the top-10 listings, as compared to the performance when recommending top-5
listings. Therefore in general, using top-10 recommendation would be better to use as
it would provide more accurate recommendations when compared to top-5 recommen-
dations. Moreover, the target model (hybrid model) outperformed the baseline model.
While observing the performance of the Content-based model, the major limitation of
this research that got highlighted was the lack of number of users with historical data.
Therefore, this research paves a way for future research where further directions can be
taken in the future to build on the findings:

• Incorporating variety of datasets potentially by using different cities
dataset such as Brussels, Luxembourg etc. available on the Airbnb insider
website. As this would help to understand the patterns in booking stays
and also provide with more textual features.

• Consider using novel ML algorithms such deep learning models to
effectively use the word embeddings and significantly improves the
recommendations for Content-based recommendation system.

• Compare the findings of the Collaborative filtering recommendation
system by using different Matrix Factorization techniques such as Spark
ALS Matrix Factorization and training the model on different dataset such
as Surprise, mrec in order to develop and find new insights between
similarities in choices for customers.

• Incorporating different Hybrid models use, such as Cascade hybridization,
Mixed Hybridization methods to develop even stronger recommendation
system just by using the textual features.
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