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Abstract

This thesis investigates the use of multiple different machine
learning models to predict attributes of an author on social media
platforms. The attributes are gender and the MBTI personality type.
Data from two different social media platforms will be used. Firstly
Reddit, which is a fairly lesser researched social media platform that
has been used for author profiling tasks. Secondly Twitter, which is a
more widely used social media platform and has also been used for
multiple PAN tasks. These profiling tasks will firstly only focus on
both domains individually, by predicting the attributes of an author
with using the data as training and testing. Afterwards the cross-
domain performance of the models will be evaluated, to see how
they perform by using one platform as training data and the other
as testing. Four different models will be made and tested to predict
the attributes of the user. These are Logistic Regression, Random
Forest, Linear SVC and BERT. Before using the data in combination
with these models, some preprocessing steps will be taken. So for
example URLs and retweets are removed from the Twitter dataset.
Methods used in combination with the models are Term Frequency-
Inverse Document Frequency (TF-IDF) in combination with word and
character n-grams to transform the textual data in numerical vectors,
which can be used in the models. To find the optimal parameters
of a model, GridSearch has been ran with some possible parameters
in combination with a cross-validation of 3, to increase the validity
of the parameters. The results show a highest accuracy of 0.90 and
0.76 for gender on Reddit and Twitter, respectively. With the highest
accuracy on a single dimension in the MBTI indicator of 0.95 and 0.80

on Reddit and Twitter respectively. The cross-domain accuracy of
models is decreased compared to single domain performance. Which
indicates models do not generalize as well cross-domain.
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1 data source , ethics , code , and technology statement

1.1 Source/Code/Ethics/Technology Statement Example

Data Source:
The Reddit data has been acquired from dr. Chris Emmery by sub-

mitting a data agreement. Twitter data has been acquired by the help
of dr. Chris Emmery, but is from TwiSty. A corpus to aid for research
in author profiling, by Ben Verhoeven, Walter Daelemans and Barbara
Plank. Work on this thesis did not require collecting data from human
participants or animals. Consent for Reddit has been given, after sign-
ing a data agreement, Twitter data was available. The original owner
of the data and code used in this thesis retains ownership of the data
and code during and after the completion of this thesis. The thesis
code can be accessed through the GitHub repository following the link
[’https://github.com/NucroQ/Author-Profiling’]. Some code has been
taken from [’https://github.com/google-research/bert’], but rewritten in
other ways. All figures belong to the author of this thesis. Code has been
written by the author, with the help of online documentation.

2 introduction

In today’s digital age, social media has millions of users across a variety
of different platforms. This creates a great amount of data which can
be interesting for author profiling tasks. Author profiling involves ana-
lyzing textual data to gain information about the characteristics of the
author. These characteristics could be age, gender, nationality, political
preference or personality types. By using natural language processing
(NLP) techniques and machine learning algorithms, it is possible to extract
characteristics of the author (Emmery et al., 2017). Because social media is
becoming more popular and used by the day, it makes it possible to profile
these users on social media.

While author profiling has been used for many tasks in NLP, like gender
classification, there is also a growing interest in classifying personality traits
of authors (Mirkin et al., 2015). One of the well-known typologies is the
Myers-Briggs Type Indicator(Briggs Myers & Myers, 2010). The Myers-
Briggs Type Indicator consists of four different dimensions which form the
personality of a person.

Although author profiling on social media platforms is an active line of
research, these studies are mainly done on a singular domain. By using
two different datasets, one from Reddit and one from Twitter, this thesis
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aims to provide more insights into the usability of models for cross-domain
usability. The following research questions are formulated for this research:

How do machine learning models(LR, RF, Linear SVC and BERT)
trained on Twitter data perform on Reddit data for author profiling
tasks, with the focus on gender and MBTI personality traits?

sub-rq1 Which of the models(LR, RF, Linear SVC and BERT) are most accurate
on only Reddit or Twitter data?

sub-rq2 Does the cross-domain performance of models change if they are trained
on Reddit or on Twitter data?

This thesis addresses two significant gaps in the current research. Firstly,
the relatively lesser studied social media platform: Reddit. While Twitter
and Facebook are more extensively studied for author profiling tasks,
Reddit is only recently becoming more popular for these tasks. The Reddit
dataset used in this study will be new. The dataset is from Emmery et al.
(2024) which is recently created and unexplored. By including this new
Reddit dataset, this thesis aims to broaden the scope of author profiling
research across different social media datasets.

Additionally, this thesis explores the cross-domain usability of machine
learning models. Given the limited amount of literature on the generaliz-
ability of machine learning models trained on one social media dataset to
predict on another, this study aims to determine whether models can be
effectively used for such tasks. This can be particularly useful when data
from one social media platform is scarce. By training models on Reddit
data and evaluating their performance on Twitter data, and the other way
around, this study aims to contribute to the cross-domain usability of
different machine learning models for author profiling tasks.

2.1 Relevance

This research is relevant from both scientific and societal perspectives.
Looking at societal relevance, identifying the attributes of an author can
play an important role for businesses (Plank & Hovy, 2015). Being able
to accurately predict an user’s gender and personality traits, businesses
can accurately target their marketing campaigns to social media users. Al-
though this could lead to ethical concerns regarding user privacy. Another
benefit is for personalized content recommendations based on the user’s
profile, which can lead to better customer engagement and satisfaction.
Lastly, Preoţiuc-Pietro et al. (2015) have conducted research on the con-
nection between personality types and psychological disorders of social
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media users. Being able to accurately predict the personality of an user
could help addressing this issue. From a scientific perspective, this study
contributes to the cross-domain usability of machine learning models for
author profiling tasks. This provides insights into the generalizability of
models across different domains, which can be beneficial to predict on a
social platform where data is scarce or costly to obtain.

3 related work

Author profiling is the task of predicting certain characteristics of authors.
The characteristics can be gender, age, nationality, education or personality
traits (Reddy et al., 2017). The focus in this thesis will lie on gender
and personality trait predictions. The personality trait predictions are
based on the Myers-Briggs Type Indicator (MBTI) (Briggs Myers & Myers,
2010). The MBTI indicator consists of four different dimensions, with each
dimension having two different labels. This means totally there are 16

different personality types with the MBTI personality type indicator.

3.1 Gender classification

One of the main tasks in author profiling is gender prediction. This has
been done in many different studies and has increased in accuracy over
time. In the 2018 gender classification task of PAN the best result was 0.82

(Rangel et al., 2018). This task was from a multimodal perspective, so the
Twitter corpus used in this PAN task included both textual information, but
the participants were also provided with images. While the corpus also con-
tained multiple different languages, namely English, Spanish and Arabic.
The best result on only textual data was achieved by using combinations
of different n-grams and the use of SVM and Logistic Regression. Most
participants of this task removed URLs, usernames and hashtags. With
some also lowercasing all the words. The study of Vashisth and Meehan
(2020) compared different machine learning models and feature generation
techniques. Models being used were, LR, MLP, SVM, NB, RF and XGBoost.
While the different feature extraction techniques were TF-IDF, Word2Vec
and GloVe. The higest accuracy they achieved was 57.14%. This seems low
comparing to other literature and previous PAN tasks. Although it is said
this might be due to the database being used in their study.

A way to achieve different results can be to focus on the feature extrac-
tion. Ameer et al. (2019) have extracted features by the use of traditional
n-grams and syntatic n-grams of POS, aswell as a combination of words
and characters. Because the data consists of words and words are multiple
characters, the arrangements of words and characters can keep important
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information about the author (Ameer et al., 2019). The highest accuracy
was achieved by the use of this feature extraction technique.

The goal of the study done by Lain and Zalzala (2023) was to find a
model which was trained on data from one domain and then accurately
predicts characteristics of the author on another domain. Firstly models
are trained and tested on a single domain and afterwards models are
tested on two different domains which are indepentent from the training
data. The models used were SVM, FFNN, CNN and XLNet. XLNet is a
pre-trained transfer learning model. For preprocessing, URLs are removed,
aswell as hashtags and numbers. Afterwards all words are transformed to
lowercase lettering. Different feature extraction methods have been used in
combination with the models, namely TF-IDF and Word2Vec. SVM was
consistent across all different twitter datasets, but XLNet performed best
on both single domain, and cross-domain data. The SVM model used was
a Linear SVC. The study done by Dias and Paraboni (2020) was focused
gender identification of the author in the Brazilian Portuguese language.
On a single domain, the Logistic Regression in combination with TF-IDF
was the best performing model. There was also a test for using different
training data than test data. By using E-gov data as training data and
Facebook as test data, the F1 loss was 0.01 compared to Facebook data
only.

The research done by Verhoeven et al. (2016) is about classification
task on a Twitter dataset, TwiSty. The corpus consists of multiple differ-
ent languages including German, Italian, Dutch, French, Portuguese and
Spanish. To create a model predicting the gender of the author on Twitter,
they made use of a Linear SVC model. This model was implemented with
standard parameters, as GridSearch on the C parameter did not improve
their results. URLs and usernames are normalized to placeholders with
binary features for word n-grams and character n-grams. They performed
a 10-fold cross-validation to evaluate the model. The F-scores across all
languages ranges from 73, till 87. With the Spanish language having the
highest F-score of 87.62, and Italian being the lowest with a F-score 73.29.

One study that has been done by Alzahrani and Jololian (2021) was
focused gender prediction of an author using a pretrained model. The
model used was BERT, a transfer learning model. This does not require
much focus on feature engineering and is mainly focused on the way
you preprocess the data. Five different methods of preprocessing have
been applied by them, followed by the exact same BERT model with
the same hyperparameters; ran on 3 epochs, a batch size of 32, max
text length of 100 and a learning rate of 2e-5. Firstly a preprocessing
method is to apply no preprocessing steps. Then the steps range from
only removing mentions, retweets en hashtags, to also remove URLs,
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punctuations, and stopwords. The interesting outcome is that the model
with no preprocessing, so handling the text as it is, is achieving the highest
accuracy. With accuracy decreasing for every extra step of preprocessing.
A possible explaination for this could be due to it being a pretrained model
and that those perform better on larger texts and need every word and
token to learn.

3.2 MBTI prediction

In author profiling tasks, gender and age are the most commonly predicted
characteristics of the author. However, there are also others attributes
that can be predicted. One of these is personality. Personality can be
determined by MBTI personality types. The Myers-Briggs Type Indicator
is a personality indicator with four different dimensions. Each dimensions
consists of two different labels, totalling 16 different personality types. The
interest in personality prediction from social media is increasing (Nguyen
et al., 2016). Being able to predict an author’s personality on social media
can give opportunities for targeted social media marketing or even to
diagnose psychological disorder (Preoţiuc-Pietro et al., 2015).

Gjurković and Šnajder (2018) predicted the personality types of Reddit
users according to their MBTI types. They used a dataset consisting of a
subreddit where users are able to use flairs to indicate their MBTI type.
They used LIWC for the linguistic features for feature extraction. To
predict the MBTI type of the author, they solve four binary classifications
problems. MBTI consists of four different dimensions, with each having two
different choices. Namely; Introversion/Extraversion, Sensing/iNtuition,
Thinking/Feeling and Judging/Perceiving (Briggs Myers & Myers, 2010).
The four independent classification problems are then combined together
to get a full MBTI prediction. Different models used in their study are
SVM, LR and MLP. In 82% of the cases they are able to predict the correct
MBTI type, or have 1 dimension false. Two or more dimensions have been
predicted correctly in 97% of the cases.

There has also been a study on personality prediction with the MBTI
indicator done by Nisha et al. (2022). They used a dataset consisting of
tweets from users. Every dimension from the MBTI indicator was predicted
individually. Models used to predict the types were Naïve Bayes, SVM and
XGBoost. With Naïve bayes performing worst and XGBoost being the best
performing model, with the highest accuracy of 90% on S/N dimension
and the lowest accuracy of 80% on J/P dimension. It is clear from the
results that the J/P dimension has the lowest accuracy across all models
used.
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Research by Plank and Hovy (2015) is about MBTI prediction based
on Twitter data. It is a database of 1.2M Tweets, where they will create a
model to predict the MBTI personality type of the author. For the features
in their model, they used binary word n-grams. URLs, hashtags and
usernames are replaced with unique tokens, as pre-processing steps. Their
models performs better than a majority baseline model for the I/E and
T/F dimensions. With the baseline model and their model both scoring
high on the S/N dimension, but with minimal difference.

While the research by Verhoeven et al. (2016) was also on gender
classification, they also predicted the MBTI personality type of the authors
on Twitter. The same Linear SVC model was used to predict the personality
type. It was split up in four different dimensions, which has been done in
the same way in other previous literature. It seems gender classification
worked well, however the personality trait identification was more difficult.
Their results are in compliance with other research that the E/I and T/F
dimensions are easier to predict from social media.

Keh, Cheng, et al. (2019) conducted research by using BERT to predict
the MBTI personality type of an author. He used posts from a online forum,
where all 16 different MBTI personality types are placed on different sec-
tions of the forum so no labelling would be needed. They analyzed the data
and over 95% of the users who post in a certain section identify as someone
with that respective MBTI type. As preprocessing steps symbols that are
not numbers, punctuations or letters have been removed and everything
has been converted to lowercase letters. BERT’s custom tokenizer has been
used which masks and pads the sentences. The BERT model used in the
research is the ’bert-base-uncased’ model. There have been experiments
with three different parameters, namely learning rate, max sequence length
and epochs. Batch size has been kept constant at 32. The highest accuracy
was achieved by using a max sequence length of 128, learning rate of 10e-5
and 30 epochs. According to them, increasing epochs had a bigger impact
than changing learning rate, which only resulted in a difference in accuracy
of 0.01. Results also indicate that E/I and T/F are more easily predicted by
the BERT model compared to the other dimensions.

Gjurković et al. (2021) have conducted a study on personality prediction
on a new dataset named ’PANDORA’. The dataset consists of comments
posted by over 10,000 users. These users are annotated with personality
traits and demographic information. The personality traits are labeled
according to the Big 5, MBTI and Enneagram types. The Big 5 is another
personality indicator which consists of the following traits; Openness,
Conscientiousness, Extroversion, Agreeableness and Neuroticism (McCrae
& John, 1992). The models used in the research consist of LR, SVM, RF,
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NN and BERT. With BERT being the top performing model for personality
prediction tasks.

Another study done on MBTI prediction is from dos Santos and
Paraboni (2022). Their goal was to predict personality based from tex-
tual data based on two different social media datasets. Firstly on a Reddit
datasets and secondly on a Twitter dataset. The only preprocessing of
the text was the removal of special characters, the rest of the text was left
unchanged. Two different models are tested, firstly BERT, which is the
main focus of this research. BERT is fine-tuned by them to optimize it for
MBTI classification. The second model tested is LSTM. Results show that
BERT has an F1 score ranging from 0.94 to 0.89 for the MBTI predicition
on Reddit data. Results are similar for the Twitter dataset, but ranging
lower on certain languages, since the Twitter dataset contained different
languages.

3.3 Conclusion of works

After evaluating all the previous literature on both gender and personality
type classification tasks on social media, it is clear that Reddit is a lesser
used social media platform compared to other social media data. But the
main gap in the literature this thesis will address be the cross-platform
application of machine learning models.

After reviewing past research, the following models have been chosen
to answer the research questions. Firstly Logistic Regression, since it is
widely used in previous literature and easy to interpret and understanding
with decent performance. Secondly Random Forest, which is a robust
machine learning model and fairly minimally used in previous literature.
Linear SVC has also been chosen as one of the models. This is a SVM,
but less computationally expensive, which shows good performance in the
literature. Finally BERT, which is a newer pre-trained model. Literature
shows BERT is performing good on personality prediction tasks and gender
classification tasks. More details about the models will be explained in
section 4.3.

4 method

This section will highlight and elaborate on the methodology used to
answer the research questions. The datasets, preprocessing steps, models
and evaluation metrics will be explained and visualized. Figure 1 displays
a flowchart of the different parts of the methodology.
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Figure 1: Flowchart Methodology

4.1 Data

The Reddit dataset has two years worth of Reddit history, from 2020 to 2022

and created by Emmery et al. (2024). Authors are labeled predominantly
by the flairs they use, with gender being extracted from self-reports in
posts, which are either male or female. Personality labels are based on
self-reported MBTI types on their respective subreddits, such as r/enfp
or r/intp. The gender data consists of 2401 unique authors and a to-
tal of 44,634 posts. The dataset is divided into several files: one ded-
icated to gender data and four separate files for the MBTI dimensions
(Extraversion/Introversion, Sensing/iNtuitive, Thinking/Feeling, Judg-
ing/Perceiving).

Figure 2 provides a summary of the Reddit data, highlighting the post
count and the number of unique users for each gender. The figure shows a
clear balance between the gender classes.
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Figure 2: Reddit dataset information

The second dataset consists of tweets from users on Twitter, collected
by Verhoeven et al. (2016). This dataset includes a total of 2,788,177 tweets
associated with multiple users. Users are assigned with both gender, being
either male or female, and MBTI labels, providing a comprehensive dataset
for analysis.

The Twitter data contains significantly more tweets than the Reddit
dataset. Figure 3 gives an overview of some key statistics of the Twitter
dataset, including tweet counts and the number of unique users for each
gender. The figure indicates a slight imbalance in the dataset.

Figure 3: Twitter dataset information

It is important to check the distribution of the MBTI personality traits,
to check how balanced they are. Firstly, the distribution of the MBTI types
of Reddit data are displayed in figure 4. The distribution is displayed by
checking how many posts are labeled to each corresponding MBTI type.
This shows that the E/I and S/N dimensions are very imbalanced.
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Figure 4: Reddit data MBTI class distribution

Figure 5 shows the MBTI type class distribution of the Twitter dataset.
This one looks more balanced compared to the Reddit dataset. Here the
distribution is also calculated by checking how many tweets are associated
with a certain MBTI type. The figure shows that most dimensions are fairly
balanced, with only the S/N dimension being imbalanced.
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Figure 5: Twitter data MBTI class distribution

4.2 Preprocessing

After having these two datasets available and having checked the class
distributions, the next part is to preprocess the data. Especially in the
Twitter dataset, there are numerous tweets which contain interactions with
other people, citations or ’retweets’. The goal is to remove these from the
data. For the Reddit dataset, all non-words and digits have been removed
and everything is transformed to lowercase letters. The removal of all non-
words and digits is done in the same way for the Twitter data, hereafter the
words are also converted to lowercase letters. Hereby the preprocessing of
both datasets is done in the same way.

Term Frequency-Inverse Document Frequency, or TF-IDF, is an algo-
rithm that is widely used in many NLP tasks (Vashisth & Meehan, 2020).
This method is used to find the importance of a word in textual data or
a dataset. The main use of the method is seeing how often a word or
phrase occurs in the data. Hereby being suitable for classification (Liu
et al., 2018). The TF-IDF method has been used in combination with the
models in this research. A basic TF-IDF setup has been used for all models,
with the same parameters. This has been done with the combination of
the use of word and character n-grams. Character n-grams are commonly
used text classification problems (Kruczek et al., 2020). Word n-grams are
sequences of ’n’ following words from a given text, while character n-grams
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are sequences of ’n’ following characters from a given text. Both word
and character n-grams have proven to be one of the strongest predictor in
gender classification tasks (Kunneman et al., 2017).

The Twitter dataset was a bigger dataset with more entries than the
Reddit dataset as can be seen in Section 4.1. This was causing longer
runtimes for the models. Because the time a model would need to process
all this data and the amount of models being trained in this research, the
Twitter data has been down-sampled for faster runtimes of the models.
This has been done by using 10% of the original data, which still means a
bigger dataset than the Reddit dataset. Since the amount of unique users is
low, down-sampling has been done in a way to prevent losing any of these
users. Hereby all the unique users are retained within the dataset and
ensuring the diversity of the original dataset. Figure 6 shows the amount
of unique users per gender, as well as the tweet count per gender for the
Twitter data after being down-sampled and preprocessed. This shows that
the unique users are retained, but the tweet count is lowered. The Reddit
datasets still contains the same amount of users per gender and post count,
because it was not down-sampled.

Figure 6: Twitter dataset information after down-sampling

After down-sampling the Twitter dateset, the MBTI distributions still
remain similar to before down-sampling. Figure 7 shows the class distribu-
tion for the different MBTI types after down-sampling.
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Figure 7: Twitter MBTI class distribution after down-sampling

4.3 Models

Multiple different machine learning models have been made to predict both
gender and MBTI. These models will be outlined in this section. Models
used in this research are Logistic Regression, Random Forest, Linear SVC
and BERT. Logistic Regression is a fairly simple model, which is used in
many binary classification tasks. Therefore it is one of the models used.
Random Forest is an ensemble method which combines multiple different
decision trees to improve the generalization of the model. These models
have proven to be performing good over the years (Palomino-Garibay et al.,
2015). The Linear SVC model is a Support Vector Machine (SVM). Support
Vector Machines have proven to be generally effective of high dimensional
data and are capable to accurately predict the samples. The Linear SVC
uses a ’one-vs-all’ strategy, meaning it trains as many models as there are
decision classes (Lakhotia & Bresson, 2018). As seen in previous research
by Lain and Zalzala (2023), Linear SVC was consistent on both single
domain and cross-domain, making it a good model to use in this research.
Finally, the BERT model. The BERT model is a relatively new model. It was
introduced by Devlin et al. (2019). BERT stands for Biderectional Encoder
Represenations from Tranformers. Unlike traditional unidirectional models,
BERT uses a transformer to process text in a fully bidirectional manner,
thus being able to capture richer context. BERT is a pre-trained model on
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multiple text corpora. It can then be fine-tuned with minimal changes to
be usable for a variety of NLP tasks. There are several variants of BERT
models available, which are designed for different use cases. In this thesis,
’bert-base-uncased’ has been used. This is a general-purpose model for
English, and has also been used in previous works as can be found in
Section 3.

The performance of the models will be compared to the heuristic
baseline. This is a prediction strategy where the model would always
predict the majority class. By comparing models to this heuristic baseline
it would provide a simple yet effective benchmark to compare the models
used in this thesis.

Every dimension in the MBTI indicator is treated separately, causing
it to be four binary classification tasks. Previous literature has dealt with
MBTI prediction in the same way and has proven to be effective. By doing
so it can also give insights in which dimensions are more easily classified
compared to the other dimensions. Gender is also a binary classification
tasks with either male or female as label. It should be noted that for societal
and ethical importance, gender is not binary, but this was not reflected in
the data. The datasets had gender labeled as either male or female, which
is why this research focused on either male or female.

For both the Reddit and Twitter dataset, the data has been split up by
using 80% as training data and 20% as test data. This has been done on
author-level. Meaning 80% of authors are in the training set and 20% of
the authors are in the test set.

4.4 Hyperparameter tuning

All models have different hyperparameters available for tuning the models
to get the optimal performance. Without tuned settings, models usually do
not perform at optimal performance. In order to get the optimal hyperpa-
rameters for the different models, GridSearch has been used. GridSearch
tries all the possible combination of parameters settings set by the user and
gives the optimal settings. This has been done by using a cross-validation
of 3, meaning every combination will be tested three times on different
parts of the data. By using cross-validation within the GridSearch, the
reliability of the model performance estimation is significantly improved.
Cross-validation ensures that the parameters for a certain model are not
only optimized for a single train-test split, but is optimized across multiple
different subsets. The model’s parameters have been optimized by running
GridSearch in combination with the word and character n-grams.

Only the hyperparameters for Logistic Regression, Random Forest and
Linear SVC have been optimized using GridSearch. The results of the
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GridSearch for gender classification on Twitter and Reddit can be found
in table 1. BERT has not been optimized, Keh, Cheng, et al. (2019) shows
that tuning the learning rate, max sequence length and epochs only results
in a minimal difference, where epochs had the biggest impact. Therefore
the BERT model was ran using the parameters in table 1. Since the gender
classes of the twitter dataset are slightly imbalanced, the models are built
with the ’class_weight’ function within the models. By setting this to
’balanced’, it helps the model to handle imbalanced datasets.

Table 1: GridSearch Parameters for Gender Classification on Reddit and Twitter

Model Parameters Values Optimal Parameter Value

Logistic Regression

word ngram: [(1,2), (1,3)]
char ngram: [(2,4), (2,5)]

C: [0.1, 1, 10]
penalty: [l2]

svd: [100, 200]

word ngram: (1,3)
char ngram: (2,4)

C: 0.1
penalty: l2

svd: 200

Random Forest

word ngram: [(1,2), (1,3)]
char ngram: [(2,4), (2,5)]
n_estimators: [100, 200]

max_depth: [10, 20, None]

word ngram: (1,2)
char ngram: (2,5)
n_estimators: 200

max_depth: None

Linear SVC

word ngram: [(1,2), (1,3)]
char ngram: [(2,4), (2,5)]

penalty: L2

C: [0.1, 1, 10]

word ngram: (1,2)
char ngram: (2,4)

penalty: L2

C: 0.1

BERT

epochs: [3]
learning rate: [2e-5]

max_seq_length: [128]
batch size: [32]

epochs: 3

learning rate: 2e-5
max_seq_length: 128

batch size: 32

For the MBTI classification task, the tuning was done in the same way
as for gender classification. Table 2 shows the results of the GridSearch.
Here BERT has not been optimized with GridSearch, for the same reason
as explained. Namely due to previous literature showing minimal to no
positive effect and GridSearch consuming a lot of time. For the same
reason as in the gender classification tasks, the models are built with the
’class_weight’ function within the models. By setting this to ’balanced’, it
helps the model to handle imbalanced datasets.
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Table 2: Gridsearch Parameters for MBTI Classification on Reddit and Twitter

Model Parameter values Optimal parameter value

Logistic Regression

word ngram: [(1,2), (1,3)]
char ngram: [(2,4), (2,5)]

C: [0.1, 1, 10]
penalty: [l2]

svd: [100, 200]

word ngram: (1,3)
char ngram: (2,4)

C: 0.1
penalty: l2

svd: 200

Random Forest

word ngram: [(1,2), (1,3)]
char ngram: [(2,4), (2,5)]
n_estimators: [100, 200]

max_depth: [10, 20, None]

word ngram: (1,2)
char ngram: (2,5)
n_estimators: 200

max_depth: None

Linear SVC

word ngram: [(1,2), (1,3)]
char ngram: [(2,4), (2,5)]

penalty: L2

C: [0.1, 1, 10]

word ngram: (1,2)
char ngram: (2,4)

penalty: L2

C: 0.1

BERT

epochs: 3

learning rate: 2e-5
max_seq_length: 128

Batch size: 32

epochs: 3

learning rate: 2e-5
max_seq_length: 128

Batch size: 32

The same procedure is followed for the GridSearch on the cross-domain
classification tasks. Table 3 shows the results of the GridSearch for cross-
domain gender classification. BERT is again treated in the same way as for
the single domain tasks.
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Table 3: Gridsearch Parameters for cross-platform gender Classification

Model Parameter values Optimal parameter value

Logistic Regression

word ngram: [(1,2), (1,3)]
char ngram: [(2,4), (2,5)]

C: [0.1, 1, 10]
penalty: [l2]

svd: [100, 200]

word ngram: (1,3)
char ngram: (2,4)

C: 1

penalty: l2
svd: 200

Random Forest

word ngram: [(1,2), (1,3)]
char ngram: [(2,4), (2,5)]
n_estimators: [100, 200]

max_depth: [10, 20, None]

word ngram: (1,2)
char ngram : (2,5)
n_estimators: 200

max_depth: None

Linear SVC

word ngram: [(1,2), (1,3)]
char ngram: [(2,4), (2,5)]

penalty: L2

C: [0.1, 1, 10]

word ngram: (1,2)
char ngram: (2,4)

penalty: L2

C: 0.1

BERT

epochs: 3

learning rate: 2e-5
max_seq_length: 128

Batch size: 32

epochs: 3

learning rate: 2e-5
max_seq_length: 128

Batch size: 32

Finally the GridSearch for the cross-domain classification for MBTI.
These are visualized in table 4. As can be seen in all results of the tables, the
changes in optimal parameters compared to single-domain differ slightly.
BERT however, is treated in the same way as before, as can be seen in the
table.
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Table 4: Gridsearch Parameters for cross-platform MBTI Classification

Model Parameter values Optimal parameter value

Logistic Regression

word ngram: [(1,2), (1,3)]
char ngram: [(2,4), (2,5)]

C: [0.1, 1, 10]
penalty: [l2]

svd: [100, 200]

word ngram: (1,3)
char ngram: (2,4)

C: 1

penalty: l2
svd: 200

Random Forest

word ngram: [(1,2), (1,3)]
char ngram: [(2,4), (2,5)]
n_estimators: [100, 200]

max_depth: [10, 20, None]

word ngram: (1,2)
char ngram : (2,5)
n_estimators: 200

max_depth: None

Linear SVC

word ngram: [(1,2), (1,3)]
char ngram: [(2,4), (2,5)]

penalty: L2

C: [0.1, 1, 10]

word ngram: (1,2)
char ngram: (2,4)

penalty: L2

C: 0.1

BERT

epochs: 3

learning rate: 2e-5
max_seq_length: 128

Batch size: 32

epochs: 3

learning rate: 2e-5
max_seq_length: 128

Batch size: 32

4.5 Evaluation Metrics

To evaluate the performance of the models, accuracy will be one of the
metrics. Accuracy is a straightforward evaluation metric used in classifica-
tion tasks, displaying the ratio of correctly predicted instances compared
to the total amount of instances. Accuracy is a simple metric which is easy
to understand and interpret. It provides a measure of how often a model’s
prediction matches the actual class labels. Accuracy is widely used in the
field of author profiling. By using accuracy as performance metric, it aligns
with the previous literature as seen in section 3, since many studies use
this as metric for gender and MBTI classification tasks. Hereby making it
an reliable metric.

To have more insight about the performance of the models, precision,
recall and F1 score will also be evaluated. By also evaluating these met-
rics, the actual effectiveness of the models can be considered. These can
complement accuracy as a metric by offering a more detailed view of how
often a model predicts a certain class. This ensures a more robust model
evaluation.
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4.6 Model packages and libraries

All models and preprocessing steps are coded with Python. The different
Python libraries and models used are the following: Scikit-learn (Pedregosa
et al., 2018), Transformer (Vaswani et al., 2023), NumPy (Harris et al., 2020),
Pandas (Mckinney, 2011), Matplotlib (Hunter, 2007), Tensorflow (Abadi
et al., 2016), Logistic Regression (Maalouf, 2011), SVMs (Cortes & Vapnik,
1995), Random Forest (Breiman, 2001), BERT (Devlin et al., 2019).

5 results

Firstly single domain results will be reported for both gender and MBTI
classification, by reporting the accuracy and macro-F1 scores. Afterwards
the cross-domain performance of the different models will be reported in
the same manner.

5.1 Single domain results

5.1.1 Single domain gender classification

Taking a look at the Reddit gender classification, it is clear that the accuracy
is fairly high, with the lowest accuracy being 0.78 and the highest being
0.91. Results of the gender classification on both Reddit and Twitter can
be found in table 5. The table shows the accuracy of the models and the
macro-F1 scores, with the highest accuracy and F1 score of either dataset
highlighted in bold. The best performing model was Logistic Regression
for predicting gender on the Reddit dataset, with an accuracy of 0.91,
which also had a macro-F1 score of 0.91, which indicates a balanced and
effective classification. However, on the Twitter dataset it can be seen as the
worst performing model, with an accuracy of only 0.56 and the same F1

score. For the Twitter data, the Linear SVC is the best performing model
with an accuracy of 0.76 and a F1 score of 0.75, while the same model is
one of the worst performing models on the Reddit dataset. The results
show a drop in performance of the models on Twitter compared to Reddit.
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Table 5: Model performance for gender classification on Reddit & Twitter

Reddit Twitter

Model Accuracy F1 Score Accuracy F1 Score

Logistic Regression 0.91 0.91 0.56 0.56

Random Forest 0.84 0.84 0.62 0.47

Linear SVC 0.78 0.78 0.76 0.75
BERT 0.78 0.76 0.64 0.64

Majority Baseline 0.53 0.35 0.62 0.38

While accuracy and macro-F1 scores are visible in table 5, more met-
ric are available in Appendix A(page 34). The classification reports are
reported there, including the precision, recall and F1 scores for the models
on both Reddit and Twitter data.

5.1.2 Single domain MBTI classification

The models have predicted MBTI in a way that it consists of four different
binary classification tasks. Every dimensions in the MBTI personality type
has been predicted separately. Hereby the results are based on a single
dimension, so for example the Extraversion/Introversion (E/I) dimension.
Here the accuracy is calculated on the basis how often it correctly predicted
one of the two classes. The result of MBTI prediction on the Reddit data
set in found in table 6. The table shows the accuracy of the models and
the macro-F1 scores of the models on the different dimensions. From
these results it can be seen that the Linear SVC model is scoring high on
all different dimensions, with a minimum accuracy of 0.86 for the J/P
dimension and achieving the highest accuracy on the S/N dimension with
an accuracy of 0.95. This is paired with high F1 scores, ranging from 0.84

to 0.87, indicating a reliable model. The results indicate BERT as the worst
performing model on this task. While Random Forest has decent accuracy
on most dimensions, the lower F1 scores indicate it is more biased towards
the majority class. As the table indicates, all models achieve much higher
F1 scores compared to the baseline model.
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Table 6: Model performance for MBTI classification on Reddit

Accuracy F1 Score

Model E/I S/N T/F J/P E/I S/N T/F J/P

Logistic Regression 0.86 0.93 0.83 0.80 0.78 0.83 0.81 0.79

Random Forest 0.81 0.90 0.77 0.75 0.56 0.68 0.68 0.70

Linear SVC 0.90 0.95 0.88 0.86 0.84 0.87 0.87 0.86
BERT 0.79 0.71 0.68 0.74 0.52 0.71 0.72 0.78

Majority Baseline 0.78 0.87 0.66 0.62 0.44 0.47 0.40 0.38

The results for the Twitter data are different than for the Reddit data.
As can be seen in table 7. The table provides the accuracy and macro-F1

scores of all models on the different MBTI dimensions. All models score
almost equally on all different dimensions based on the accuracy. The top 2

performing models based on accuracy are Random Forest and Linear SVC.
Only the Logistic Regression model is scoring slightly lower, while BERT is
the worst performing model. However the F1 scores are lower for Random
Forest compared to Linear SVC. Based on the F1 scores, Logistic Regression
is showing the best performance. With accuracy of the S/N dimension
being fairly high across all models, the low F1 score indicates issues with
precision and recall of the models on the two different dimensions. Linear
SVC and Logistic Regression show the best performance with balanced
accuracy and F1 scores. Nearly all models outperform the majority baseline
model on accuracy on all dimensions, as do they greatly score better on
the F1 score.

Table 7: Model performance for MBTI classification on Twitter

Accuracy F1 Score

Model E/I S/N T/F J/P E/I S/N T/F J/P

Logistic Regression 0.64 0.80 0.64 0.62 0.58 0.52 0.58 0.56
Random Forest 0.65 0.80 0.64 0.63 0.54 0.51 0.54 0.45

Linear SVC 0.65 0.80 0.64 0.63 0.58 0.51 0.57 0.56
BERT 0.59 0.73 0.60 0.61 0.54 0.45 0.49 0.54

Majority Baseline 0.63 0.77 0.60 0.59 0.39 0.44 0.38 0.37

Since both accuracy and macro-F1 scores are displayed in both table 6

and table 7, the classification reports are available in Appendix B(page 35).
Here the precision, recall and F1 scores are visualized in an overview for
the MBTI classification on Reddit and Twitter data.
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5.2 Cross-domain results

Following on the previous results which are on a single domain, the
cross-domain results will be highlighted in this section.

5.2.1 Cross-domain Gender Classification

Table 8 shows the results for gender classification with models trained
and tested on the two datasets, with the highest scores highlighted. It
displays the accuracy and macro-F1 scores for the models. Firstly looking
at results from Twitter as training data and Reddit as testing data, Logistic
Regression achieved the highest accuracy of 0.65. Logistic Regression also
achieved the highest F1 score of 0.64, however only slightly higher than
Linear SVC. With Reddit as training data and Twitter as testing data, Linear
SVC achieved the highest accuracy and F1 score, scoring 0.59 and 0.57

respectively. Random Forest appears as the worst performing model, with
only a F1 score of 0.36 with Reddit as testing data, indicating issues with
precision and recall on the two different classes. BERT shows moderate
performance across both domains. Hereby indicating that the Linear SVC
and Logistic Regression models demonstrate the most robust performance
across both domains and outperforming the baseline model.

Table 8: Cross-platform model performance for gender classification

Train:Twitter Test:Reddit Train:Reddit Test:Twitter

Model Accuracy F1 Score Accuracy F1 Score

Logistic Regression 0.65 0.64 0.53 0.53

Random Forest 0.48 0.36 0.52 0.51

Linear SVC 0.64 0.63 0.59 0.57
BERT 0.56 0.56 0.54 0.54

Majority Baseline 0.62 0.38 0.53 0.35

More detailed classification reports on the cross-platform model perfor-
mance for gender classification can be found in Appendix C(page 37).

5.2.2 Cross-domain MBTI Classification

Now reviewing the cross-platform performance of the models for MBTI
classification. Firstly, models trained on Twitter and tested on Reddit data.
The results can be seen in table 9, with the highest scores highlighted in
bold. It shows the accuracy and the macro-F1 scores of the models on the
four different MBTI dimensions. BERT displays the highest accuracy across
the E/I, T/F and J/P dimensions, while Random Forest excels in the S/N
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dimension. However, the F1 scores for Random Forest are significantly
lower across all dimensions, except for the J/P dimension where it has the
highest F1 score, indicating issues with classifying the different classes on
the other dimensions. Logistic Regression and Linear SVC perform similar
according to the results. Overall, BERT is showing best performance across
different dimensions, except on the S/N dimension.

Table 9: Cross-platform model performance for MBTI classification using Twitter
as training data and Reddit as testing data

Accuracy F1 Score

Model E/I S/N T/F J/P E/I S/N T/F J/P

Logistic Regression 0.67 0.85 0.63 0.63 0.51 0.51 0.45 0.46

Random Forest 0.77 0.87 0.66 0.55 0.44 0.47 0.42 0.49
Linear SVC 0.68 0.86 0.54 0.63 0.51 0.50 0.43 0.46

BERT 0.79 0.72 0.68 0.67 0.50 0.48 0.48 0.44

Majority Baseline 0.63 0.77 0.60 0.59 0.39 0.44 0.38 0.37

Lastly, the results of models trained on Reddit data and using Twitter
as test data on MBTI. The performance of the models can be found in
table 10. As can be seen, the baseline model achieved the highest accuracy
across all dimensions. However, the F1 scores are much lower. The class
distribution of the Reddit dataset for MBTI had shown the class-imbalances
in section 4.1. If the baseline model is left out, BERT stands out with the
highest accuracy on the E/I, T/F and J/P dimensions, yet the F1 scores
remain relatively low. Logistic Regression and Linear SVC have better
results on the F1 score compared to the other models. While Random
Forest has the highest accuracy on the S/N dimension, it has significantly
lower F1 scores compared to other models, indicating problems with
identifying the two different classes.

Table 10: Cross-platform model performance for MBTI classification using Reddit
as training data and Twitter as testing data

Accuracy F1 Score

Model E/I S/N T/F J/P E/I S/N T/F J/P

Logistic Regression 0.52 0.70 0.53 0.50 0.49 0.51 0.51 0.52
Random Forest 0.57 0.80 0.45 0.52 0.40 0.45 0.25 0.34

Linear SVC 0.52 0.71 0.52 0.48 0.49 0.51 0.51 0.51

BERT 0.63 0.72 0.58 0.58 0.39 0.48 0.42 0.39

Majority Baseline 0.78 0.87 0.66 0.62 0.44 0.47 0.40 0.38
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The metrics as precision, recall and F1 scores, which come from the
classification reports of the models can be found in Appendix D(page 38).

6 discussion

The goal of this research was to evaluate different machine learning models
on performing classification tasks, namely gender and MBTI personality
type prediction of an author on social media platforms. More specifically
of authors on Reddit and Twitter. Firstly on single domain basis, where
models were trained on Twitter data and tested on the same data. After-
wards to see how these models would perform cross-domain, so trained
on Reddit data and tested on Twitter data. This was also done the other
way around, meaning models were trained on Twitter and tested on Red-
dit to see the difference in performance of models trained and tested on
different datasets. The goal was to see the performance of models and
how performance would change when they would be trained and tested
on both Reddit and Twitter data.

6.1 Results Discussion

6.1.1 Single domain discussion

When looking at the gender classification tasks on Reddit and Twitter data,
Linear SVC was the highest scoring model on Twitter, with an accuracy of
0.76. While it is one of the lowest scoring models on Reddit. The highest
accuracy was 0.82 in the 2018 PAN task for gender classification on Twitter
data (Rangel et al., 2018). With the highest scoring model on Reddit being
0.91, it is an improvement, but on another social media paltform. However
the results on Twitter perform worse and contradicts with prior research of
Rangel et al. (2018), where Logistic Regression and SVM were the highest
scoring models. Logistic regression achieved the lowest score on our
Twitter dataset. The highest scoring model in the 2018 PAN task made
use of more extensive feature engineering, while the feature engineering
and preprocessing in this research was kept limited. However, their model
achieved an accuracy of 0.82 with Linear SVC and the Linear SVC in this
thesis achieved an accuracy of 0.76 with a respectable F1 score of 0.75,
with less preprocessing and feature engineering steps. Meaning Logistic
Regression is more reliant on better preprocessing and feature engineering
for better performance on Twitter data. Overall the results on Reddit for
gender classification perform well above the majority baseline model.

Considering the MBTI predictions, models on Reddit data scored fairly
high. With Nisha et al. (2022) having the scored highest on the S/N
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dimensions, is aligned with our results where S/N is also the highest
scoring dimension across all model, for both Reddit and Twitter data.
Although the S/N dimension being one of the dimensions with the highest
accuracy, Plank and Hovy (2015) have seen the majority baseline model
also achieving good accuracy. In our Twitter and Reddit dataset, the S/N
dimension had the biggest class imbalance, which is a cause for higher
accuracy and therefore lower F1 scores. Overall, Linear SVC is the best
scoring model on Reddit and one of the better models on Twitter data. The
models score lower on Twitter data compared to Reddit data. This can be
because of the down-sampling, which was done on ‘tweet’ level. This can
affect the quality of the data. Another possibility could be the difference
in how users express themselves on Twitter compared to Reddit, which
means better preprocessing is needed. All models seem to perform better
than the majority baseline model overall.

6.1.2 Cross-domain discussion

The cross-domain results show that performance of the models are decreas-
ing. This is to be expected, since models usually do not generalize well on
unseen data and every social media platform data is different. By firstly
looking at the results on gender classification, we see that the accuracy is
lower in general across all models. The highest accuracy on Reddit data
only was 0.90 with Logistic Regression, while the accuracy on Reddit as
test data dropped to 0.65 with Logistic Regression. On Twitter data only
was 0.76 by using the Linear SVC model, with accuracy dropping to 0.59

on Twitter as test data, also with a Linear SVC model. Interesting to see,
is that the model that had the highest accuracy on a single domain, is
also the model with the highest accuracy by using different training data
than test data. Linear SVC showing consistent performance on both single
and cross-domain is in line with research done by Lain and Zalzala (2023),
where Linear SVC also had consistent results. Reasoning for lower perfor-
mance is for the fact that the models have issues generalizing on unseen
data. Results indicate models can predict better on Reddit data compared
to Twitter data, which shows Twitter data needs more preprocessing steps
to achieve better performance for the models. However, the best perform-
ing models still outperform the majority baseline model, indicating good
progress, but there is still room for improvement.

Now taking a look at the results for cross-platform MBTI classification.
On the Reddit data only, Linear SVC was clearly the best performing model
across all different dimensions. By seeing the results of the models with
Twitter as training data and Reddit as testing data, we see that Linear SVC
is no longer the top performing model. BERT is achieving the highest
accuracy on the E/I, T/F, and J/P dimensions, while having the lowest
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accuracy on the S/N dimension. This is in line with a previous study
by Keh, Cheng, et al. (2019) and Verhoeven et al. (2016), where BERT is
performing best on the E/I and T/F dimensions. Random Forest achieved
the highest accuracy on the S/N dimension for both cross-domain tests,
but shows a significant drop in F1 score. This indicates problems with
identifying the two different classes, which is caused by the class imbalance
in the S/N dimension. This is in line with previous research done by Plank
and Hovy (2015). BERT was not the best performing model on single
domain tasks, but is performing well on cross-domain tasks. It achieves
the highest accuracy on both Twitter as training and Reddit as test data,
as well as Reddit as training and Twitter as test data. However, with
Reddit as training data and Twitter as testing data, BERT shows a drop in
F1 scores, whereas Logistic Regression and Linear SVC achieve better F1

scores. Indicating BERT has issues with predicting on Twitter data. While
one reason could be again due to not enough preprocessing, Alzahrani
and Jololian (2021) conducted research on the effect of preprocessing steps
on data before using a BERT model for prediction tasks, resulting in BERT
performing best with no preprocessing of the data.

6.2 Limitations

There are several limitations in this study that should be acknowledged.
Firstly, the social media datasets. While the Reddit and Twitter datasets
are good datasets, the Twitter datasets was down-sampled due to time
constraints. This decision was made to reduce the runtime for models,
but has an effect on the performance, which can be a reason for lower
performance of models on the Twitter dataset. Also the class-imbalances
seem to have had some impact, especially on the MBTI predictions. While
some measures had been taken, another form of resampling should be
evaluated. Although, as per the gender prediction which is a balanced
dataset, model performance was still not optimal and can be improved.
Additionally, the preprocessing steps and feature engineering steps have
been kept limited in this research. This study was focused on the model’s
capability of predicting on unseen data of another social media platform.
By focusing more on feature engineering and preprocessing of the data,
the performance of models can possibly be improved. Lastly, only four
different machine learning models have been evaluated. With Logistic
Regression, Linear SVC and BERT showing decent performance across
both single and cross-domain, other models can also prove to be effective.
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6.3 Relevance

As mentioned before, Reddit is a lesser used social media platform used in
author profiling tasks, compared to a social media platform like Twitter.
While also being more relevant lately in the literature, the literature on
cross-domain usability of models is still limited. This study explored the
performance of models on both single domain and cross-domain on social
media platforms for both gender and MBTI classification tasks. Hereby this
study contributes to the use of models for cross-platform usability, when
a certain social media data can be scarce, the use of other social media
data could be used to train models and predict on the other platform.
Personality traits prediction can be used for multiple different reason.
Firstly, content recommendation which could enhance user experience on
a platform. Secondly, targeted marketing campaigns for companies, this
could however raise ethical concerns about user privacy. Finally, as studied
by Preoţiuc-Pietro et al. (2015), personality prediction on social media can
help diagnose psychological disorder of users.

6.4 Future work

Despite using four different models, including a more advanced model
like BERT, performance is based on different factors. There are a few possi-
bilities for follow-up research on this topic. Firstly, it would be valuable
to research how different feature engineering and preprocessing methods
could change the performance of these models. As researched by Alzahrani
and Jololian (2021), BERT performs best with no preprocessing. Future
work could research the performance of the different models by chang-
ing preprocessing and feature engineering methods for cross-platform
generalizability.

Furthermore, BERT showed better performance for cross-domain us-
ability. BERT is a transfer learning model, but there are multiple different
models comparable to BERT available, like XLNet. Research could explore
how other models similar to BERT perform on author profiling tasks.

Lastly, this study has used two different social media datasets, namely
Reddit and Twitter. By using multiple different social media datasets
to train a model and evaluate the performance on another social media
dataset excluded from the training, could provide more insights into the
cross-domain usability of models. Models could possibly perform better
when trained on multiple different datasets to finally predict on an unseen
dataset.
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7 conclusion

The main goal of this study was to see the performance of models on
single domain and cross-domain on gender and MBTI classification tasks
for Reddit and Twitter. This section will answer the research questions of
this study.

sub-rq1 Which of the models(LR, RF, Linear SVC and BERT) are most accurate
on only Reddit or Twitter data?

The best performing model for gender classification on Reddit data is
Logistic Regression with an accuracy of 0.91 and F1 score of 0.91. Linear
SVC is the best performing model on Twitter data with an accuracy of
0.76 and a F1 score of 0.75. Looking at the MBTI results, Linear SVC
outperforms all models with accuracy ranging from 0.95 to 0.86 and F1

ranges from 0.87 to 0.84 on Reddit data. For Twitter data, Linear SVC
and Random Forest achieve the highest accuracy, followed by Logistic
Regression. Although the F1 scores for Random Forest are significantly
lower, causing both Linear SVC and Logistic Regression to be the best
performing models.

sub-rq2 Does the cross-domain performance of models change if they are trained
on Reddit or on Twitter data?

Looking at the cross-domain performance of the models, the accuracy
of models trained on Twitter and tested on Reddit data perform better then
the other way around. This is the case for both gender classification and
MBTI prediction. The preprocessing of the Twitter data can be a cause for
lower predictive performance of the models on the data.

main-rq How do machine learning models(LR, RF, Linear SVC and BERT)
trained on Twitter data perform on Reddit data for author profiling tasks,
with the focus on gender and MBTI personality traits?

Based on the findings in this study, the performance of the machine
learning models dropped cross-domain compared to single domain. For
the gender classification task, Logistic Regression was the best performing
model while trained on Twitter and tested on Reddit data, with Linear SVC
performing only slightly worse. The results indicate that BERT achieved
the highest accuracy across most dimensions for MBTI classification while
being trained on Twitter and tested on Reddit. However, the F1 scores
of Logistic Regression and Linear SVC also compare to the F1 scores of
the BERT model. To conclude, the machine learning models show good
potential in cross-domain usability, but there is still room for improvement
considering the recommendations for future work and the limitations in
this study.
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appendix a . classification reports for gender on single

domain.

Table 11: Precision, Recall and F1 Score for Gender on Reddit data

Model Class Precision Recall F1 Score

Logistic Regression
M 0.91 0.92 0.92

F 0.91 0.90 0.90

Random Forest
M 0.83 0.90 0.86

F 0.87 0.79 0.83

Linear SVC
M 0.79 0.80 0.80

F 0.77 0.75 0.76

BERT
M 0.78 0.78 0.78

F 0.87 0.63 0.74

Table 12: Precision, Recall and F1 Score for Gender on Twitter data

Model Class Precision Recall F1 Score

Logistic Regression
M 0.45 0.61 0.52

F 0.69 0.53 0.60

Random Forest
M 0.57 0.10 0.17

F 0.63 0.95 0.76

Linear SVC
M 0.69 0.66 0.68

F 0.80 0.82 0.81

BERT
M 0.54 0.68 0.60

F 0.77 0.62 0.68
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appendix b . classification reports for mbti on single do-
main.

Table 13: Precision, Recall and F1 Score for MBTI Dimensions on Reddit

Dimension Model Class Precision Recall F1 Score

E/I

Logistic Regression
E 0.89 0.94 0.91

I 0.73 0.59 0.65

Random Forest
E 0.80 1.00 0.89

I 0.95 0.13 0.23

Linear SVC
E 0.91 0.97 0.94

I 0.88 0.64 0.74

BERT
E 0.75 0.95 0.84

I 0.92 0.12 0.20

S/N

Logistic Regression
S 0.94 0.98 0.96

N 0.85 0.60 0.70

Random Forest
S 0.90 1.00 0.95

N 0.99 0.25 0.41

Linear SVC
S 0.95 1.00 0.97

N 0.96 0.63 0.76

BERT
S 0.72 0.80 0.76

N 0.80 0.56 0.65

T/F

Logistic Regression
T 0.86 0.89 0.87

F 0.77 0.71 0.74

Random Forest
T 0.75 0.98 0.85

F 0.89 0.36 0.51

Linear SVC
T 0.89 0.94 0.91

F 0.86 0.77 0.82

BERT
T 0.70 0.78 0.74

F 0.77 0.68 0.70

J/P

Logistic Regression
J 0.77 0.71 0.74

P 0.82 0.86 0.84

Random Forest
J 0.88 0.42 0.57

P 0.72 0.96 0.82

Linear SVC
J 0.86 0.78 0.82

P 0.86 0.92 0.89

BERT
J 0.76 0.70 0.73

P 0.81 0.84 0.83
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Table 14: Precision, Recall and F1 Score for MBTI Dimensions on Twitter data

Dimension Model Class Precision Recall F1 Score

E/I

Logistic Regression
E 0.58 0.33 0.42

I 0.66 0.85 0.74

Random Forest
E 0.63 0.23 0.34

I 0.65 0.91 0.74

Linear SVC
E 0.59 0.32 0.41

I 0.66 0.86 0.75

BERT
E 0.53 0.28 0.37

I 0.61 0.80 0.70

S/N

Logistic Regression
N 0.80 0.99 0.89

S 0.64 0.08 0.15

Random Forest
N 0.80 0.99 0.89

S 0.72 0.07 0.13

Linear SVC
N 0.80 0.99 0.89

S 0.72 0.07 0.13

BERT
N 0.70 0.90 0.80

S 0.60 0.07 0.10

T/F

Logistic Regression
F 0.66 0.84 0.74

T 0.57 0.32 0.41

Random Forest
F 0.64 0.92 0.76

T 0.63 0.21 0.31

Linear SVC
F 0.66 0.85 0.74

T 0.58 0.31 0.40

BERT
F 0.62 0.82 0.71

T 0.55 0.23 0.28

J/P

Logistic Regression
J 0.64 0.85 0.73

P 0.56 0.29 0.39

Random Forest
J 0.63 0.92 0.75

P 0.62 0.20 0.30

Linear SVC
J 0.64 0.85 0.73

P 0.57 0.29 0.38

BERT
J 0.61 0.82 0.70

P 0.54 0.28 0.38
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appendix c . classification reports for gender on cross-
domain.

Table 15: Precision, Recall and F1 Score for Gender on models trained on Twitter
data and Reddit as test data

Model Class Precision Recall F1 Score

Logistic Regression
M 0.80 0.45 0.58

F 0.58 0.87 0.70

Random Forest
M 0.88 0.04 0.07

F 0.48 0.99 0.64

Linear SVC
M 0.79 0.44 0.56

F 0.58 0.87 0.69

BERT
M 0.45 0.61 0.52

F 0.69 0.53 0.60

Table 16: Precision, Recall and F1 Score for Gender on models trained on Reddit
data and Twitter as test data

Model Class Precision Recall F1 Score

Logistic Regression
M 0.43 0.67 0.53

F 0.68 0.43 0.53

Random Forest
M 0.50 0.70 0.59

F 0.59 0.40 0.43

Linear SVC
M 0.49 0.78 0.60

F 0.74 0.42 0.53

BERT
M 0.44 0.59 0.51

F 0.66 0.50 0.57
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appendix d. classification reports for mbti on cross-domain.

Table 17: Precision, Recall and F1 Score for MBTI Dimensions on models trained
on Twitter data and Reddit as test data

Dimension Model Class Precision Recall F1 Score

E/I

Logistic Regression
E 0.23 0.21 0.22

I 0.78 0.80 0.79

Random Forest
E 0.00 0.00 0.00

I 0.78 1.00 0.87

Linear SVC
E 0.24 0.19 0.21

I 0.78 0.82 0.80

BERT
E 0.75 0.95 0.85

I 0.20 0.08 0.15

S/N

Logistic Regression
N 0.88 0.96 0.92

S 0.20 0.06 0.09

Random Forest
N 0.87 1.00 0.93

S 0.00 0.00 0.00

Linear SVC
N 0.88 0.97 0.92

S 0.18 0.05 0.08

BERT
N 0.78 0.94 0.85

S 0.24 0.06 0.10

T/F

Logistic Regression
F 0.31 0.07 0.12

T 0.66 0.92 0.77

Random Forest
F 0.27 0.03 0.06

T 0.66 0.95 0.78

Linear SVC
F 0.30 0.05 0.08

T 0.66 0.94 0.78

BERT
F 0.24 0.06 0.10

T 0.78 0.94 0.85

J/P

Logistic Regression
J 0.63 0.97 0.76

P 0.65 0.09 0.16

Random Forest
J 0.61 0.72 0.66

P 0.38 0.28 0.32

Linear SVC
J 0.63 0.97 0.76

P 0.66 0.08 0.15

BERT
J 0.54 0.10 0.18

P 0.59 0.90 0.70
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Table 18: Precision, Recall and F1 Score for MBTI Dimensions on models trained
on Reddit data and Twitter as test data

Dimension Model Class Precision Recall F1 Score

E/I

Logistic Regression
E 0.36 0.35 0.36

I 0.60 0.61 0.61

Random Forest
E 0.38 0.01 0.02

I 0.60 0.99 0.77

Linear SVC
E 0.36 0.35 0.36

I 0.62 0.62 0.62

BERT
E 0.42 0.00 0.00

I 0.63 1.00 0.77

S/N

Logistic Regression
N 0.81 0.81 0.81

S 0.22 0.21 0.21

Random Forest
N 0.80 1.00 0.89

S 0.00 0.00 0.00

Linear SVC
N 0.81 0.84 0.82

S 0.22 0.19 0.20

BERT
N 0.78 0.94 0.85

S 0.24 0.06 0.10

T/F

Logistic Regression
F 0.70 0.54 0.61

T 0.34 0.50 0.41

Random Forest
F 0.00 0.00 0.00

T 0.32 1.00 0.49

Linear SVC
F 0.69 0.54 0.61

T 0.34 0.48 0.40

BERT
F 0.20 0.10 0.12

T 0.60 0.95 0.72

J/P

Logistic Regression
J 0.56 0.55 0.55

P 0.47 0.49 0.48

Random Forest
J 0.55 0.03 0.05

P 0.46 0.97 0.63

Linear SVC
J 0.55 0.59 0.57

P 0.47 0.42 0.44

BERT
J 0.59 0.97 0.73

P 0.43 0.03 0.06
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