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Abstract

A key part of understanding one’s customers is to understand their
personalities, as it allows organizations to develop distinct customer
strategies to increase retention and engagement, which can be done
through author profiling. While inferring aspects such as age and
gender often involve supervised machine learning models, inferring
personality may require different methods such as the usage of trans-
formers. However, researchers found that methods such as Support
Vector Machines (SVM) versus transformers interchangeably outper-
form one another. This study aimed to investigate the performance of
the Big Bird transformer in combination with a SVM, against those us-
ing Tf-Idf vectors. It did so by attempting to predict MBTI-personality
using data from Reddit. Multiple SVMs were trained using different
kernels (linear, polynomial and rbf). The models’ performance was
evaluated using 5-fold cross validation, which indicated sufficient
model robustness. Model performance varied considerably between
models. As the SVM using Tf-Idf achieved accuracy scores ranging
from 0.80 to 0.90. While the SVM using Big Bird’s embeddings found
accuracy scores from 0.65 to 0.74. Clearly indicating the SVM using
Tf-Idf offers favorable performance. Similar results were found for
metrics such as Recall, Precision and the F1-score, with Big Bird
underperforming in all experiments. Best results were found using
the polynomial and linear kernels, for the SVMs using Tf-Idf and Big
Bird respectively. Big Bird’s relatively worse performance could be
attributed to the preprocessing of the dataset. As the preprocessing
steps included stopword removal and lemmatization, which favors
Tf-Idf vectorization. These processes strip sequences of their initial
meaning and cohesion, making it more difficult for transformers such
as Big Bird to process. Future research should take these steps into
consideration, providing more sophisticated methods in handling
data for transformers.
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1 data source , ethics , code , and technology statement

The Reddit MBTI-posts dataset has been acquired from the Emmery et al.
(2024) through an in person request during a meeting. The obtained data
is anonymized. Work on this thesis did not involve collecting data from
human participants or animals. The original owner of the data and code
used in this thesis retains ownership of the data and code during and after
the completion of this thesis. The owner was informed about the use of this
data for this thesis. All the figures belong to the author. The thesis code
can be accessed through Google drive via: Link. Part of the preprocessing,
processing, training and analysis code has been written by the author using
Phind. Respective libraries used in this study are referenced in the methods
section. The reused/adapted code fragments are clearly indicated in the
notebook if applicable. In terms of writing, the author used assistance
with the language of the paper, the processor in Latex Overleaf was used
to improve the author’s original content, for paraphrasing, spell checking
and grammar. No other typesetting tools or services were used.

2 introduction

In today’s day and age, audiences, customers and other stakeholders are
more segmented than ever before (Khavul et al., 2010). In the literal
sense as organizations have turned global, creating a global audience
in the process, but also in terms of other demographics like cultural
background, political beliefs and personality (Hofstede et al., 2005). These
demographics have a significant impact on how organizations must appeal
to these audiences as they may differ in their beliefs, values, expectations
and interests (Hofstede et al., 2005; Russell & Pratt, 1980). Additionally, it
has become more difficult for organizations to gain a clear understanding
of their audience, their wants and needs (Ebiaredoh-Mienye et al., 2021).
Consequently, this paved the way to new metrics of analysis, such as data
science, to analyze audience behavior and defer a clear understanding of
their audience composition (Shirazi & Mohammadi, 2019). A key part of
understanding one’s customers is to understand their personalities, as it
allows organizations to develop distinct customer strategies, specifically
appealing to increase retention and engagement (Ebiaredoh-Mienye et al.,
2021; Esenogho et al., 2022). Studies have shown that a person’s personality
can be inferred from their written text with the use of natural language
processing (dos Santos et al., 2017; Y. Liu et al., 2019; Wu et al., 2020).
This process is called author profiling, which aims to infer the author’s
demographic traits based on their written text (Argamon et al., 2009). While
inferring aspects such as age and gender often involve supervised machine

https://drive.google.com/drive/folders/1NbSZwtHijfi87lHhUGneie8IxIPF1Wlg?usp=sharing
https://phind.com


2 introduction 3

learning models, inferring personality may require different methods such
as the usage of transformers (Lanza-Cruz et al., 2024; Santos & Paraboni,
2022). Santos and Paraboni (2022) successfully trained a transformer model
on the personality classification tasks by using the BERT-based model.
However, they state that other transformer-based machine learning models
such as RoBERTa (Y. Liu et al., 2019), ELMo (Peters et al., 2017) or Big Bird
(Zaheer et al., 2020) remain untested for this classification task.

Additionally, when applying these models to larger sequences, e.g.
larger bodies of text, models like BERT become less optimal due to their
self-attention mechanisms (J. Lin et al., 2003). Consequently, Zaheer et al.
(2020) proposed that Big Bird, which operates similarly to BERT, is more
suitable as it is optimized for longer sequences. However, research apply-
ing transformers to this classification problem remains generally limited
(Santos & Paraboni, 2022). The limited studies that have incorporated trans-
formers either received favorable result as to these transformers, or prove
that already well-established models such as Support Vector Machines
(SVM) still remain a potentially superior alternative (Celli & Lepri, 2018;
Katna et al., 2022; Wahba et al., 2022). The performance of these SVMs
seems to rely on the vectorization method used, with multiple authors
reporting conventional vectorizers like Tf-Idf perfroming well against trans-
fromers (Katna et al., 2022; Wahba et al., 2022). However, vectorizers fail to
capture the semantic meaning in sequences like transformers do (Santos &
Paraboni, 2022). And as Big Bird seems more optimized in dealing with
longer sequences (Zaheer et al., 2020), it remains questionable why it has
not been compared to other models before. Consequently, it is interesting
to determine whether Big Bird could actually compete in this classification
task as well.

Moreover, a study by Kalcheva et al. (2020) concluded that the kernel
used to tune the SVM is highly dependent on the context and dataset
used for the task. Yet, research incorporating the SVM either provides
varying results with regards to the most optimal kernel for this task (Celli
& Lepri, 2018; Wahba et al., 2022), or fail to provide any specifications
regarding this parameter at all (Katna et al., 2022; Wang et al., 2021). It
therefore also remains unclear what kernel would fit this specific task
best. Consequently, this study aims to contribute to literature by applying
Big Bird’s embeddings to SVMs in classifying an author’s personality
traits. Additionally, the study aims to clarify the effectiveness of the
Tf-Idf vectorizer against Big Bird and to what extent different kernels
can influence the performance. For this purpose the following research
question and sub questions are formulated:
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Can the Big Bird-transformer improve the model performance of
Support Vector Machines in personality prediction through text clas-
sification of Reddit posts?

SQ1 Does the use of Big Bird’s embeddings affect the optimal kernel in the SVM?

SQ2 How do vectors generated by Tf-Idf affect the SVM’s performance compared
to Big Bird’s embeddings?

As the Big Bird transformer is generally considered an improvement
over the BERT-model (Zaheer et al., 2020), comparing accuracy to non-
transformer-based models not only tests its performance on the classifica-
tion task, but also allows determining whether the Big Bird transformer
could become a feasible competitor to the BERT-transformer or SVM in
author profiling. Offering researchers and practitioners additional insights
into the possible models to use when faced with similar machine learning
problems. And extending research to the use of Big Bird in text classifica-
tion in combination with SVMs.

This introduction is followed by the literature review, which delved
deeper into the task of text classification, and highlights the current knowl-
edge regarding the use of transformers and alternative models such as
the SVM. Following the literature review, the method section is presented,
describing the research approach and specific methods and libraries used
to perform the analysis. A preliminary analysis of the initial models was
also performed. Following the methods the model, results are presented
and discussed. From the discussion, it can be concluded that in this par-
ticular research setting, the SVM using Tf-Idf vectors performs better and
potentially remains a favorable choice when deciding on which model to
use in text classification. However, it remains possible that the handling of
the embeddings have skewered the results. Consequently, further research
is advised, taking sufficient time to generate the embeddings using the Big
Bird transformer. Yet, this research contributes to literature in further es-
tablishing the SVM as a suitable candidate in text classification, specifically
author profiling. Practitioners are advised to take SVMs into account when
dealing with similar machine learning problems.

3 literature review

Developments in technology have increased the amount of textual data that
is readily available, such as the increased use and applicability of social
media, increased cloud storage and other digital tools (da Costa et al., 2023).
Many techniques have been developed to deal with these sets of data, such
as filtering out spam (W. Liu & Wang, 2010), sentiment analysis (Dawei
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et al., 2021), author profiling (B. B. C. da Silva & Paraboni, 2018), and so
on. These are prevalent processes that were developed within the field
of Natural Language Processing, which revolves around developing and
analyzing methods that allow computers to interact with users in human
language, such as English (Sharp, 2015). The field of Natural Language
Processing thus also pertains to the use of specific tasks in utilizing text
data, such as text classification, which is the process of categorizing (part
of) a text into a specific category (Wu et al., 2022).

The applicability of Natural Language Processing can thus be consid-
ered as a broad spectrum, which can touch upon many use-cases. For
example when considering the task of text classification, both spam de-
tection (W. Liu & Wang, 2010) and author profiling (B. B. C. da Silva &
Paraboni, 2018) can be considered applications of this particular task, yet
potentially totally different use-cases. With spam detection basically per-
taining to classifying texts to either the spam category or not (W. Liu &
Wang, 2010). Author profiling may be more complex and therefore is some-
what defined differently among authors. Rangel et al. (2015) state author
profiling refers to distinguishing between different classes of authors from
a psychological viewpoint, by studying their language. B. B. C. da Silva
and Paraboni (2018) relate to author profiling as the task of inferring an
author’s demographic information through the analysis of their written
text. Both in essence aim to gather the same information, such as age, gen-
der and personality type (B. B. C. da Silva & Paraboni, 2018; Rangel et al.,
2015). Interestingly, some authors even view the task of author profiling to
exclusively be related to gather information about an author’s personality
(Katna et al., 2022), mainly focusing on personality prediction. Author
profiling can therefore be considered as a classification task as well, as one
attempts to detect certain demographic aspects from an author, with the
demographics often consisting of predetermined classes (B. B. C. da Silva
& Paraboni, 2018; dos Santos et al., 2017; Y. Liu et al., 2019; Wu et al., 2020).

Initially these demographics often consisted of either age or gender,
with the predetermined classes being the age groups and male or female
respectively (Deutsch & Paraboni, 2023; Rangel et al., 2013). However,
later author profiling extended to more in-depth demographics, such as
political alignment(Garcia-Diaz et al., 2022; Rangel et al., 2015), education
level(Ashraf et al., 2020) and personality prediction(Santos & Paraboni,
2022). While demographics such as age or gender are useful to know, more
complex demographics such as personality could be more useful (Munaf
et al., 2009). As for example knowing ones personality gives businesses an
indication whether that person will like a certain product or not (Rangel
et al., 2015). Alternatively, the effectiveness of certain marketing techniques
highly depends on the personality of the receiver (Ebiaredoh-Mienye et al.,
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2021; Esenogho et al., 2022). This indicates the importance to move to more
complex demographics, and need to develop ways to predict these more
accurately.

3.1 Text classification methods

When considering text classification tasks, specifically those pertaining
to author profiling, many different models have been used (Bonaccorso,
2018; Santos & Paraboni, 2022). Notable models are logistic regression
(Gjurković & Šnajder, 2018; Katna et al., 2022; Plank & Hovy, 2015; Wu
et al., 2020), decision trees (Bonaccorso, 2018), naive bayes (Bonaccorso,
2018; Katna et al., 2022) and support vector machines (SVM) (Gjurković
& Šnajder, 2018; Katna et al., 2022; Rangel et al., 2015; Verhoeven et al.,
2016). These models were and still are prevalent in text classification, and
in extension author profiling. Interestingly, studies pertaining to author
profiling, often apply these models to predicting demographics such as
age and gender (Katna et al., 2022; Santos & Paraboni, 2022; Wahba et al.,
2022), with fewer applying them for more complex demographics such as
personality prediction (Katna et al., 2022; Rangel et al., 2013; Wahba et al.,
2022). When studies do aim to predict demographics such as personality,
they often do so using numerical features (Utami et al., 2021). This may be
due to more complex tasks, such as personality prediction, requiring more
advanced machine learning methods, that are better suited for the task
(Cervantes et al., 2008; Santos & Paraboni, 2022). A potential alternative
may be the use of transformers, which are deep learning architectures
that are based on a multi-head attention mechanism, aiming to make
the processing of sequential data like text more efficient (T. Lin et al.,
2022; Vaswani et al., 2017). Over time, multiple of these transformers
have been developed, initially starting out with the Bidirectional Encoder
Representations from Transformers (BERT) (Devlin et al., 2018). With more
transformers based on BERT being created after it’s success. Such as ELMo
(Peters et al., 2017), RoBERTa (Y. Liu et al., 2019) and Big Bird (Zaheer et al.,
2020). These transformers differ from conventional models such as the
SVM, partially because they come pre-trained (Vaswani et al., 2017), since
they have been trained on data outside of the provided dataset. While for
example an SVM is only trained on the data that is fed to it during the
training process (Srivastava & Bhambhu, 2010). Additionally, models like
the SVM are originally developed to handle data other than specifically
sequential or textual data (Srivastava & Bhambhu, 2010), with transformers
on the other hand specifically being developed for textual data (Wahba
et al., 2022). Specifically because a transformer is meant to understand
the context and semantics from within the text (Santos & Paraboni, 2022),
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potentially making them more suitable for text classification. Considering
transformers such as Big Bird, they are more suited in dealing with longer
sequences, which are more common when considering textual data (Zaheer
et al., 2020). In comparison, models such as the SVM originally become
increasingly computationally expensive when handling greater amounts of
data, such as large bodies of text (Cervantes et al., 2008). Additionally, these
models often tend to use static word embeddings or bag-of-words in order
to perform classification tasks, which fails to capture the semantic meaning
and interpretation of the text (Santos & Paraboni, 2022). Consequently, one
could argue transformers are a more suitable method in dealing with text
classification, specifically personality prediction.

3.2 Transformers

The potential use-case of transformers has not gone unnoticed, with an
increasing amount of studies shifting their attention to the potential of
transformers (Ai et al., 2023; Santos & Paraboni, 2022), and testing predomi-
nantly the BERT transformer with increased success. Consequently leading
to the creation of the aforementioned transformers like ELMo (Peters et al.,
2017), RoBERTa (Y. Liu et al., 2019), and Big Bird (Zaheer et al., 2020). How-
ever, despite their potential in text classification, specifically personality
prediction, the amount of studies incorporating the transformers remains
limited. Some authors have studied the application of transformers in per-
sonality prediction (S. C. da Silva & Paraboni, 2023; Humayun et al., 2023;
Santos & Paraboni, 2022), but doing so only using BERT. Transformers like
ELMO, RoBERTa and Big Bird still remain relatively unknown. These au-
thors, too, highlight the increased performance transformers can offer, and
recommend researchers to start incorporating these other transformers as
well (Santos & Paraboni, 2022). This recommendation is not unwarranted,
as newer transformers are specifically developed to improve upon BERT,
such as Big Bird (Zaheer et al., 2020). Big Bird in particular is developed
to deal with longer sequences, which is a common occurrence within text
classification, as textual works are more commonly of an increased size
(Zaheer et al., 2020).

3.3 Support Vector Machines

While these transformers show great potential, their conclusive superiority
over alternative methods within the natural language processing sphere is
yet to be proven (Wahba et al., 2022). Previously, methods such as SVMs
were lacking when it comes to large datasets, as its size contributes to a
more complex dataset, which is difficult for the SVM to process (Cervantes
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et al., 2008). Researchers dealt with this issue by either modifying the SVM
to handle the data in chunks, or simplifying the training process in order
to reduce the computational expensiveness (Cervantes et al., 2008). And
alternatively, select just a representative part of the training set in order to
train the model (Awad et al., 2004). This allowed researchers to apply the
SVM to larger datasets, but with limited success. As these methods either
still resulted in highly complex and computationally expensive models, or
having the SVM utilize only a small subset of the available data, potentially
hurting its validity (Cervantes et al., 2008).

However, later research shows that SVMs actually do have significant
potential in performing text classification tasks (Cervantes et al., 2008;
Wahba et al., 2022; Wang et al., 2021). Wang et al. (2021) found that upon
increasing the size of the text, the SVM kept stable performance and out-
performed other conventional models such as Naive Bayes and Logistic
Regression. Research by Celli and Lepri (2018) found that personality pre-
diction via SVMs is possible, reporting the SVM to outperform alternative
models. Specifically by using an SVM that incorporates the polynomial
kernel with an accuracy of 0.75, 0.15 points higher than a linear SVM,
among others. Additionally, Katna et al. (2022) found that SVMs using
vectors generated through Tf-Idf outperforms other conventional models,
but does require a number of steps to train. They found that the SVMs
were able to perform with an accuracy of 0.88 and 0.81, which are con-
siderable numbers. This also shows a significant increase over the SVMs’
performance by Celli and Lepri (2018). Wahba et al. (2022) also used the
Tf-Idf to vectorize words, using n-grams. They then found that a linear
SVM has comparable or even better performance over transformer-based
models, such as BERT. The SVM achieved accuracy scores of 0.79, 0.98, 0.93

and 0.82 on different samples. However, performance remained relatively
close to the transformer-based models, with accuracy often only differing
with only 0.02 points (Wahba et al., 2022). Additionally they reported that
in the case a transformer-based model outperformed the SVM, it did so
only slightly on a larger dataset containing longer sequences (Wahba et al.,
2022). And interestingly, the transformer-based models seem to perform
better on datasets which do not contain rare words that are uncommon
among other sets (Wahba et al., 2022). This further accentuates how close
both transformers and SVMs potentially are in their performance. The
variation in results could indicate that either the SVM or transformer could
perform better, depending on the size and complexity of the dataset (Celli
& Lepri, 2018; Katna et al., 2022; Wahba et al., 2022; Wang et al., 2021).

Moreover, different kernels were used to gain the most optimal perfor-
mance, Celli and Lepri (2018) reportedly using polynomial, versus Wahba
et al. (2022) using a linear kernel. Which constitute to either there being a
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non-linear or linear distribution of the data. Sadly, other studies applying
the SVM to personality prediction via text classification tasks, often fail
to specify these details, leaving room for speculation. However, there is
another paper by Kalcheva et al. (2020) aimed to compare different SVM
kernels in a text classification task. While they did not disclose any dis-
cussion on why certain kernels performed well, they did find that the
linear, polynomial and radial base (rbf) kernel are appropriate for this task,
with accuracy’s above 0.83 being reported (Kalcheva et al., 2020). This is
partially consistent with the results of Celli and Lepri (2018) and Wahba
et al. (2022), who found optimal performance in the polynomial and linear
kernels respectively. Moreover, Kalcheva et al. (2020) concluded that the
appropriate kernel is highly dependent on the data and classification task
at hand. This conclusion is appropriate given the varying results in optimal
kernels found (Celli & Lepri, 2018; Kalcheva et al., 2020; Wahba et al., 2022).
Additionally, it is interesting to see whether the use of embeddings in the
SVM affects the optimal kernel. This will be investigated further, for which
the following subquestions are formulated:

SQ1 Does the use of Big Bird’s embeddings affect the optimal kernel in the SVM?

What does seem notable is the usage of the Tf-Idf vectorizer, which
contributed to the postive performance of the SVM in multiple studies, es-
pecially regarding longer sequences (Katna et al., 2022; Wahba et al., 2022).
Potentially making it a suitable vectorizer to research further. Considering
this, the following sub question has been formulated:

SQ2 How do vectors generated by Tf-Idf affect the SVM’s performance compared
to Big Bird’s embeddings?

Regardless of the apparent success of these conventional methods, Cer-
vantes et al. (2008) suggested a different approach is needed. Indicating
that a different feature selection method is required, as conventional meth-
ods inadequately capture the complexity of larger datasets or sequences.
Instead, Cervantes et al. (2008) propose to use Minimal Enclosing Ball clus-
tering in order to gain the appropriate vectors. This could still incorporate
the Tf-Idf vectorization to turn the sequences into numerical values, but
should improve the utility of the vectors. Cervantes et al. (2008) claims
may be warranted, as Wahba et al. (2022) came to a similar conclusion
with SVM under performing slightly as the dataset became more complex,
suggesting that there could be a point where the dataset becomes too
complex that SVMs performance eventually decreases. However, using a
complex method in dealing with an already complex dataset may not be
wise, as using Minimal Enclosing Ball clustering results in a computation-
ally expensive task (Chan & Pathak, 2014). In combination with Big Bird,
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which is aimed for more complex data, the resulting process may prove too
expensive. While this topic is interesting and noteworthy, it will therefore
not be explored further in this study. As increasing the complexity of the
classification task may provide computational expenses that hinder other
areas of this study.

3.4 Embeddings for SVMs

Comparing these models to the transformers themselves, developments
over the years have thus allowed SVMs to potentially outperform trans-
formers such as BERT, even when considering larger datasets (Wahba et al.,
2022). And while transformers still remain promising (Santos & Paraboni,
2022), conventional methods such as SVMs are not off the table. However,
even now, Big Bird remains untested and has yet to be compared to these
non-transformer alternatives. In light of research regarding the use of
SVMs, claims by Zaheer et al. (2020) that Big Bird should be more suited
to deal with longer sequences, become more interesting. Not necessarily
as a competing model against the SVM, but complementary, using the
embeddings generated by the transformer as input for the SVM (Kazameini
et al., 2020). The complexity of generating the right word embeddings to
input into the SVM (Cervantes et al., 2008), could potentially be negated by
Big Birds ability to deal with the large amounts of text with ease (Zaheer
et al., 2020). Additionally, as transformers are more capable in dealing
with the semantic meaning of the text (Santos & Paraboni, 2022), they may
prove to be a useful tool to help increase an SVMs performance.

4 method

In order to address the research questions, both a model with and without
embeddings generated through Big Bird were trained. In order to increase
the replicability of the study, detailed specifications regarding the research
setting, dataset, development steps as well as the methods and libraries
used, are specified within this section. With regards to the experimental
setting, the study used a Windows 11 machine, containing an AMD Ryzen 9

5900X 12-core processor, as well as 32 Gigabytes of ram. Code development
and execution took place using Python 3.11.5 via Visual Studio Code run
through an Anaconda environment. The flowchart regarding the research
setup is provided in Figure 1. In the sections preprocessing, processing,
training and analysis the research steps shown in the figure are discussed.



4 method 11

Figure 1: Flowchart visualizing the research process, from preprocessing up until
analysis of the resulting model performance.
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4.1 Personality prediction

The research will specifically address a text classification problem, focusing
on personality prediction in particular. Throughout history multiple mea-
sures to classify personality have been developed, such as the Big Five by
Fiske (1949) and MBTI by Myers et al. (1985). In terms of performance, Big
Five seems more equipped in accurately classifying ones actual personality.
However, MBTI still remains as a more popular choice as it is easier to
use (Celli & Lepri, 2018). Consequently, the public often chooses to use
the MBTI to classify their personality. Additionally, Celli and Lepri (2018)
found that the MBTI can be relativelly accurately predicted using the SVM,
with lower performance being found in predicting personality based on
the Big Five. Because of this, data regarding personality based on MBTI
is expected to be more readily available in larger amounts. Moreover, the
SVM seems to perform relatively well in predicting MBTI personality flairs
(Celli & Lepri, 2018), making MBTI a suitable method to address in testing
the effectiveness of Big Bird against SVMs.

4.2 Dataset description

The dataset used in this study is one by Emmery et al. (2024) and contains
Reddit posts made in the period 2020 to 2022, alongside the authors’ re-
spective personality flairs. Authors’ MBTI score is based on self-reported
MBTI-flairs chosen by authors’ to display alongside their name on the
subreddit, or inferred by Emmery et al. (2024) when the authors referred to
their MBTI score in one of their posts. The personality flairs are consistent
with the MBTI personality indicators, which matches the personality scale
used for this study. The actual dataset consisted of four smaller subsets,
corresponding to each of the MBTI scales: extroversion/introversion, sens-
ing/intuition, perception/judging, feeling/thinking. Each of the subsets
initially consisted of three features: Author_ID, which identifies which
posts are made by the same author; post, which contains a string with
(part of) an author’s Reddit post; and extroversion, sensing, judging and
feeling respectively, which is a binary scale of whether the author is for
example extrovert or not. Most notably, post needs to be preprocessed in
order to execute the classification task. Since post involves the Reddit post
or sequence of text the author has shared on the platform. This includes
any punctuation, references to an MBTI personality indicator and other
unintelligeble words.

Table 1 shows the distribution of the dataset by Emmery et al. (2024).
For descriptive purposes, the instances in the raw dataset were also
grouped to their respective authors in order to gain an understanding
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Table 1: Research dataset descriptives, by authors and instances, dataset from
Emmery et al. (2024).

Subset
Authors Instances

Count Percentage Count Percentage

extroversion 438 21.99 9082 22.45

Introversion 1554 78.01 31370 77.55

Sensing 283 14.48 5257 12.56

Intuition 1671 85.52 36582 87.44

Perception 793 40.21 15900 38.44

Judging 1779 59.79 25465 61.56

Feeling 701 33.91 13432 33.92

Thinking 1366 66.09 26168 66.08

of the actual personalities that were represented in the dataset. The dis-
tribution of classes is noteworthy, as class imbalance can be inferred from
the data. This constitutes to the idea that one’s personality plays a role in
which social media platform they use and thus influences the distribution
of the sample drawn from Reddit (Chen & Peng, 2023).

4.3 Preprocessing

The Reddit data by Emmery et al. (2024) contained the raw data, without
any processing being done. Consequently requiring preprocessing in order
to clean the data and prepare it for the classification task. For both the
SVMs with and without Big Bird’s embeddings, the preprocessing steps
are equal, to ensure the experimental conditions only differ in either the
use of Big Bird or Tf-Idf. Data was first loaded using the pandas library
(McKinney et al., 2010). First, symbols and other forms of punctuation were
removed, using the re library by Van Rossum (2020). Next, stopwords were
removed, words were lemmatized and non-English words were removed,
all using the nltk library by Bird et al. (2009). Stopwords were removed in
order to improve model performance and reduce the size of the dataset
Silva (2003). Lemmatization was used to return words to their base form,
while keeping the meaning of the word in its context intact (Arimbawaa &
ERa, 2017). Which is beneficial when attempting to interpret the sequences
posted by authors. Non-English words were removed to reduce noise in
this classification task, as most instances consisted of English words. This
also included removing an mentioning of MBTI-flairs as having MBTI
personality indicators present in the dataset would introduce unnecessary
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noise, and possibly influence its predictions. Finally, instances were filtered
from the dataset when they contained less than 5 unique words, as they
are considered to either be spam or not contribute enough to this classifi-
cation task (Baillargeon & Lamontagne, 2024). These steps resulted in a
sufficiently clean dataset for this classification task.

4.4 Processing

Processing mainly constituted to generating the appropriate embeddings
and preparing the data to be interpreted by the SVM. Firstly, in order to
generate the embeddings, the transformers library version 4.28.1 was used
(Inc., 2024b). As well as the tokenizers library version 0.13.2 (Inc., 2024a).
The embeddings were generated using the pretrained Big Bird transformer
by Zaheer et al. (2020) using the big bird roberta base (Inc., 2024b). In
order to ensure the embeddings are interpretable to the SVM and feature
space is appropriate, embeddings were averaged in order to create a one
dimensional array per instance. Generated embeddings were then written
to a new column in the dataset called embeddings.

For the regular SVM, instead of embeddings, the Tf-Idf vectorizer was
used to vectorize the text, imported from the sklearn library (Pedregosa
et al., 2011). Similarly to Big Birds embeddings, this task was executed for
each of the subsets. However, these vectors were not saved to a separate
file, but immediately used as input for the models.

4.5 Training

After (pre)processing, training of the models took place, which totalled to
24 models. Twelve for both the Tf-Idf SVM and Big Bird SVM. For each
of the subsets, extroversion, sensing, feeling and judging, the SVMs have
been trained on three different kernels: linear, polynomial and rbf.

The SVM used was based on the works of Vapnik (1995). The data
was randomly split into training and test sets, with 80% belonging to the
training, and 20% to the test set. The split was done in an instance level.
This was done for each of the subsets separately. For replication purposes,
a random state of 42 was used. Following the split, a benchmark for the
model was generated using a majority baseline. It was generated using the
DummyClassifier from the sci-kit learn library (Pedregosa et al., 2011). In
order to deal with class imbalance, the majority class of the training set
was undersampled, to achieve an equal distribution of the decision classes
for the training set. In order to maintain the validity of the sample, the
test set remained as is, so it adequately resembled the class distributions
within the sample. The undersampling used the RandomUnderSampler from



4 method 15

Table 2: Majority baselines. Subsets are referred to as extroversion/ introversion
(E/I), sensing/ intuition (S/N), feeling/ thinking (F/T) and judging/ perceiving
(J/P) respectively.

Subset

Model E/I S/N F/T J/P

Majority 0.78 0.88 0.67 0.61

the Imbalanced-learn library (Lemaître et al., 2017). After the re-balancing,
the actual model was to be trained. For the SVM, a C-Support Vector
Machine was used, being imported from the Sklearn library (Pedregosa
et al., 2011). Alternatively, for large datasets a Linear C-Support Vector
Machine is recommended as it is specifically developed to handle large
datasets with more ease (Pedregosa et al., 2011). However, due to the
available literature mainly relating to the C-Support Vector Machine, this
study also maintained that model for the analysis.

For the SVM, certain parameters could be tuned to increase its perfor-
mance (Pedregosa et al., 2011). In this case, the C regularization parameter
was set to 1 and gamma was set to ’scale’ to adequately deal with the
comlexity of the vectors/ embeddings (Pedregosa et al., 2011). However,
the kernels were tuned, varying between linear, polynomial and rbf, in
order to answer the research sub questions. The class_weight was initially
set to ’balanced’ to automatically deal with the class weights. Different
combinations of kernels and class weights were tested and used for input
in the analysis. These steps were the same for both the SVM using Big
Bird’s embeddings and the SVM using Tf-Idf vectors.

4.6 (preliminary) Evaluation

Metrics used to evaluate and compare the models’ performance were
precision, recall, F1-score and accuracy. While accuracy is an important
metric to take into account when evaluating model performance, the
analysis of the models also incorporated and relied on the other metrics in
order to account for the class imbalance, apart from the re-balancing of the
training data.

The majority baselines for the analysis are presented in Table 2. They
resemble the occurrence of the majority class within each of the subsets
and serve as a baseline for the models to achieve. The baselines show the
class imbalance present in the testing sets, even after the undersampling
procedure. As the test set remains true to the distribution of the sample in
order to maintain validity.



5 results 16

Table 3: 5-fold cross validation results for the SVM using Tf-Idf vectors. Cells
include the folds’ mean and standard deviation (SD). Subsets are referred to as
extroversion/ introversion (E/I), sensing/ intuition (S/N), feeling/ thinking (F/T)
and judging/ perceiving (J/P) respectively.

SVM Tf-Idf

Kernel E/I S/N F/T J/P

Linear 0.76; SD ±.008 0.82; SD ±.007 0.79; SD ±.004 0.77; SD ±.005
Poly 0.79; SD ±.012 0.79; SD ±.008 0.80; SD ±.003 0.80; SD ±.004
Rbf 0.78; SD ±.011 0.82; SD ±.009 0.80; SD ±.005 0.79; SD ±.004

Baseline 0.78 0.88 0.67 0.61

In order to test the robustness of the trained models, a 5-fold cross
validation has been performed. Tables 3 and 4 show results regarding this
cross validation for the SVMs using Tf-Idf vectorizer and Big Bird’s em-
beddings respectively. The average accuracy score and standard deviation
in accuracy scores within the folds are listed. This gives a clear overview
of the robustness of the trained models. From Table 3, the results of the
cross validation from the SVM using Tf-Idf can be seen. The standard
deviations show values no higher than 0.01, which indicates the variation
in the different folds’ performance is low, and the models being considered
robust.

From Table 4 it is notable that model performance seems relatively
consistent, with no standard deviations higher than 0.011 being found.
This shows the SVMs using Big Birds embeddings are consistent in their
predictions. However, interestingly standard deviation seems to differ
slightly between different subsets. With the lowest standard deviations
being found for the feeling subset (0.005; 0. 007 and 0.007) for the linear,
polynomial and rbf kernels respectively. Compared to the sensing subset
that reports standard deviations of 0.012, 0.012, and 0.01 being found.
While still acceptable values, the difference between the subsets remains
worth noting. Concluding, the models were deemed sufficiently robust to
continue the evaluation.

5 results

This section highlights notable results using multiple tables. The met-
rics accuracy, precision, recall and the F1-score are discussed separately.
Additionally, error analysis, specifically the effects of class imbalance are
incorporated within the sections.
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Table 4: 5-fold cross validation results for the SVM using Big Bird embeddings.
Cells include the folds’ mean and standard deviation (SD). Subsets are referred to
as extroversion/ introversion (E/I), sensing/ intuition (S/N), feeling/ thinking
(F/T) and judging/ perceiving (J/P) respectively.

SVM Big Bird

Kernel E/I S/N F/T J/P

Linear 0.66; SD ±.006 0.73; SD ±.12 0.71; SD ±.005 0.68; SD ±.008
Poly 0.65; SD ±.009 0.72; SD ±.012 0.70; SD ±.006 0.68; SD ±.007
Rbf 0.65; SD ±.007 0.72; SD ±.01 0.70; SD ±.007 0.67; SD ±.007

Baseline 0.78 0.88 0.67 0.61

Table 5 shows the accuracy scores for each of the models. Investigating
the SVM using Tf-Idf vectorization, the lowest accuracy found was 0.75

on the extroversion subset, using the linear kernel. The highest accuracy
found was on the sensing subset using the polynomial kernel. On average,
the SVM using Tf-Idf achieved an accuracy of about 0.84. In all subsets,
the Tf-Idf vectorizer was able to manage to provide an accuracy above
the majority baseline. Notably, the highest scores for each of the subsets
was found using the polynomial kernel, and on average the polynomial
kernel achieved higher results compared to other kernels (linear = 0.79;
polynomial = 0.84; rbf = 0.81).

Table 5: Accuracy scores for each of the models. The highest found accuracies
are highlighted for each fo the subsets. Subsets are referred to as extroversion/
introversion (E/I), sensing/ intuition (S/N), feeling/ thinking (F/T) and judging/
perceiving (J/P) respectively.

SVM Tf-Idf SVM Big Bird

Kernel E/I S/N F/T J/P E/I S/N F/T J/P

Linear 0.75 0.83 0.79 0.78 0.68 0.74 0.72 0.69
Poly 0.81 0.90 0.81 0.83 0.66 0.73 0.72 0.68

Rbf 0.78 0.86 0.80 0.80 0.65 0.74 0.71 0.68

Majority 0.78 0.88 0.67 0.61 0.78 0.88 0.67 0.61

For the SVM using Big Bird, the lowest accuracy found was 0.65 on the
extroversion subset, using the rbf kernel. Interestingly, performance on
both the SVM with Tf-Idf and Big Bird achieved the lowest performance
on this subset. The highest accuracy found was 0.74 on the sensing subset,
both on the model with the linear and the rbf kernel. Similarly to the
lowest score, both the SVM with the Tf-Idf and Big Bird achieved the
highest performance on the sensing subset. On average, the SVM using
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Big Bird’s embeddings achieved an accuracy score of 0.70 with the linear
kernel performing best over all the subsets (linear = 0.71; polynomial =
0.70; rbf = 0.70). However, the difference per kernel is relatively small, with
average accuracy varying only with 0.01 units. Comparing these results
to the Tf-Idf, Big Bird seems to underperform in all experiments, with
accuracy on average being 0.13 points lower.

5.1 Precision

Table 6 shows the models’ respective precision values. When comparing
the SVM with Tf-Idf vectors, the model shows consistently high precision
across all categories, with the highest precision being 0.97 when classifying
intuition, with high scores being obtained across all kernels. Introversion
also reported high precision values (0.92). The SVM appears capable in
accurately identifying classes, but is biased towards majority classes when
class imbalance is present.

Table 6: Precision scores for each of the models. Subsets are referred to as
extroversion/ introversion (E/I), sensing/ intuition (S/N), feeling/ thinking (F/T)
and judging/ perceiving (J/P) respectively.

Personality classifier

Model Kernel E I S N F T J P

SVM Tf-Idf Linear 0.47 0.92 0.41 0.90 0.65 0.89 0.85 0.69

Poly 0.56 0.92 0.57 0.95 0.87 0.71 0.87 0.76

Rbf 0.51 0.92 0.46 0.97 0.68 0.89 0.86 0.72

SVM Big Bird Linear 0.38 0.89 0.29 0.95 0.57 0.84 0.78 0.58

Poly 0.37 0.88 0.28 0.94 0.56 0.83 0.78 0.57

Rbf 0.36 0.88 0.28 0.94 0.55 0.83 0.77 0.57

The Big Bird model demonstrates mixed precision outcomes, with the
highest precision being 0.89 found when predicting Intuition. The lowest
score was found when predicting sensing 0.29. In both subsets extroversion
and sensing, a high discrepancy between the two predicted classes can be
seen. With more balanced precision values being found in in the feeling
and thinking subsets. It seems that the models suffer from a significant
amount of false positive predictions. Possibly due to the nature of the
subset, as the test set does maintain the class imbalance present in the
sample. Notable is however that again, the SVM using Tf-Idf vectors
provides better precision results.

When investigating the kernels in particular, the polynomial and rbf
kernels show on average slightly better results than the linear kernel, when
used by the SVM with Tf-Idf. Remarkably, the SVM using Big Bird’s
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embeddings shows the linear and rbf kernels provide better results. This
shows that depending on the use of Tf-Idf or Big Bird, the most optimal
performing kernel seems to vary.

5.2 Recall

Recall seems to provide a similar image to precision. As seen in Table 7,
recall values for the SVM using Tf-Idf seem consistently higher than its Big
Bird counterpart, which is not surprising given the previous metrics also
supporting this. With regards to the kernels, all show competitive results.
The linear kernel shows relatively high recall values over all the subsets.
Similarly, the polynomial and rbf kernels have slightly more variation in
the values they return, yet still remaining relatively high. Interestingly,
recall seems to be more balanced between classes of imbalanced subsets,
compared to the accuracy and precision results. It shows that the models
are relatively capable of capturing the true positive predictions among the
total set of predictions.

Table 7: Recall scores for each of the models. Subsets are referred to as extrover-
sion/ introversion (E/I), sensing/ intuition (S/N), feeling/ thinking (F/T) and
judging/ perceiving (J/P) respectively.

Personality classifier

Model Kernel E I S N F T J P

SVM Tf-Idf Linear 0.76 0.75 0.81 0.84 0.75 0.80 0.78 0.78

Poly 0.75 0.83 0.67 0.93 0.75 0.84 0.84 0.80

Rbf 0.78 0.78 0.79 0.87 0.80 0.81 0.81 0.80

SVM Big Bird Linear 0.71 0.67 0.74 0.74 0.74 0.71 0.68 0.69

Poly 0.70 0.65 0.70 0.74 0.72 0.72 0.67 0.70

Rbf 0.70 0.64 0.69 0.74 0.73 0.70 0.67 0.69

5.3 F1-score

With regards to the SVM with Tf-Idf, relatively high F1-scores can be found
consistently, as seen in table 8. Most notable is that F1-scores pertaining
to the subsets feeling and judging have only a slight variation in F1-score
for each of the classes. This indicates that the models seem to perform
relatively well in both identifying the positive and negative classes within
the subset. However, more variation can be identified when investigating
the extroversion and sensing subsets. For example, the SVM using a linear
kernel reports an F1-score of 0.58 and 0.83 for the minority and majority
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class respectively. Moreover, the sensing subset reports F1-scores of 0.54

and 0.90 for the minority and majority classes, an even greater difference
than extroversion. While the class imbalance in these subsets is apparent,
it is interesting that the F1-scores still remain relatively acceptable. The
more balanced subsets, feeling and judging, also show differences between
classes, however this difference is considerably lower.

With regards to the SVM using Big Bird’s embeddings, similar conclu-
sions can be drawn. F1-scores for the subsets show relative consistency
between both the majority and minority classes, with still a slight decrease
in F1-score being observed when considering the minority class. Similarly
to the SVM using Tf-Idf, the extroversion and sensing subsets show an
increased variation between the majority and minority classes, with in
this case the minority class performing poorly compared to the majority
class. The lowest score was 0.40 for the imbalanced subsets, with 0.62 being
found for relatively balanced subset. This is a considerable difference, ac-
centuating the class imbalance heavily impacts the predictive performance
of the models. High scores were not that different, with 0.76 and 0.84 being
found for the imbalanced subsets extroversion and sensing respectively,
and 0.77 and 0.73 being found for the relatively balanced subsets feeling
and judging. Indicating that the class imbalance has a considerable effect
on the effectiveness of Big Bird’s model. With these results it becomes
clear that the SVM using Tf-Idf outperforms the SVM using Big Bird’s
embeddings on all accounts.

Table 8: F1-scores for each of the models. Subsets are referred to as extroversion/
introversion (E/I), sensing/ intuition (S/N), feeling/ thinking (F/T) and judging/
perceiving (J/P) respectively.

Personality classifier

Model Kernel E I S N F T J P

SVM Tf-Idf Linear 0.58 0.83 0.54 0.90 0.72 0.83 0.81 0.73

Poly 0.64 0.87 0.61 0.94 0.73 0.86 0.86 0.78

Rbf 0.61 0.85 0.58 0.92 0.73 0.85 0.83 0.76

SVM Big Bird Linear 0.50 0.76 0.42 0.84 0.63 0.77 0.73 0.63

Poly 0.48 0.75 0.40 0.83 0.63 0.77 0.72 0.63

Rbf 0.48 0.74 0.40 0.83 0.63 0.76 0.72 0.62

Kernels show a variation in performance, which in this case seems
caused by the imbalanced subsets. However, all kernels perform relatively
well. Specifically for the SVM using Tf-Idf, the polynomial kernel provides
the best results. With regards to the SVM using Big Bird’s embeddings,
similar performance across all kernels can be spotted. However, the linear
kernel seems to perform slightly better, providing an F1-score 0.01 or 0.02
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points higher than the polynomial or rbf kernel. This is consistent with
earlier metrics, where the linear kernel also seemed to slightly outperform
other kernels.

6 discussion

In this study, the Big Bird transformer was evaluated against regular
vectorization methods like the Tf-Idf, and applied to an SVM. In order to
test whether Big Bird’s potential superior performance in text classification
would hold out against a more conventional SVMs. Moreover, parameters
such as the use of different kernels were applied in order to investigate
whether they affect the effectiveness of either Big Bird’s embeddings or
Tf-Idf’s vectors. As well as whether these embeddings or vectors require
different kernels to optimize performance. Therefore, this study aimed to
address the following questions:

Can the Big Bird-transformer improve the model performance of
Support Vector Machines in personality prediction through text clas-
sification of Reddit posts?

SQ1 Does the use of Big Bird’s embeddings affect the optimal kernel in the SVM?

SQ2 How do vectors generated by Tf-Idf affect the SVM’s performance compared
to Big Bird’s embeddings?

Regarding the effectiveness of Big Bird’s embeddings against Tf-Idf’s
vectors, it was expected for Big Bird to increase model performance. In
line with the findings of Santos and Paraboni (2022), Big Bird’s embed-
dings should be able to capture the semantic meaning of the sequence or
text, which Tf-Idf’s vectors are less capable of. When addressing longer
sequences, being able to capture the authors’ meaning could prove use-
ful in text classification. Extending to personality prediction in this case.
Regardless, Tf-Idf’s vectors have consistently been proved effective in text
classification and personality prediction (Katna et al., 2022; Wahba et al.,
2022), establishing it as a valid competitor against Big Bird’s performance.
Moreover, SVM’s can be tuned using multiple parameters, one of which is
the kernel (Pedregosa et al., 2011; Vapnik, 1995). However, studies either
lack enclosing which kernel provided better performance, or reported
varying kernels being the best choice Celli and Lepri (2018) and Wahba
et al. (2022). This was in line with the works of (Kalcheva et al., 2020),
who concluded the choice of kernel is highly dependent on the data and
research setting. However, based on the presented studies, it was expected
that either the linear or polynomial kernel would perform best, with the
rbf being a potential third candidate.
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6.1 SVM performance

In the results section the trained models’ performance was evaluated using
accuracy, precision, recall and the F1-score. This provided interesting
insights. Firstly, when comparing the SVM using Tf-Idf vectors, compared
to the SVM using Big Bird’s embeddings, the SVM with Tf-Idf seems to
perform better overall. Across all metrics, the SVM with Tf-Idf was able
to achieve higher scores. This is in line with the findings of Wahba et al.
(2022), who showed comparable or even increased performance of SVM
using Tf-Idf over transformer-based models. Furthermore, scores from this
study are consistent with scores from previous studies. Celli and Lepri
(2018) reported an accuracy of 0.75, for their SVM without the use of Tf-Idf
vectors. Interestingly, higher accuracies were reported for SVMs with the
use of Tf-Idf vectors, with Wahba et al. (2022) reporting accuracies varying
from 0.78 to 0.98, and Katna et al. (2022) reporting accuracy 0.81 and 0.88.
It seems our SVM with Tf-Idf vectors performs relatively similar to these
other studies incorporating the Tf-Idf, with our models showing varying
accuracies from 0.81 to 0.90. Indicating the use of Tf-Idf improves the
models’ performance.

The positive performance of the SVM using Tf-Idf can have multiple
reasons. The Tf-Idf vectorizer is a robust method that has been successfully
used in many studies (Katna et al., 2022; Wahba et al., 2022). This is
consistent with this study’s results, as the 5-fold cross-validation showed
reasonable performance across all folds with minimal deviation in scores.
Additionally, the fact that it already is a vectorizer for text based data
(Pedregosa et al., 2011), it would be reasonable to assume it would perform
adequately in performing binary text classification (Celli & Lepri, 2018;
Katna et al., 2022; Wahba et al., 2022; Wang et al., 2021).

Relating to the SVM using Big Bird’s embeddings, it is interesting to
explore why it underperforms the Tf-Idf. Firstly, Big Bird’s performance
is said to primarily come from its ability to deal with longer sequences of
text (Zaheer et al., 2020). Moreover, a transformer is especially meaningful
when able to capture the semantic meaning of the text (Santos & Paraboni,
2022). However, the preprocessing included a number of steps that for one,
reduced words to a more basic form. For this step, a lemmatizer was used
to ensure the word still retains some of its meaning in the text (Arimbawaa
& ERa, 2017). However, this may have had an impact on Big Bird’s ability
to fully capture the meaning of the respective words in relation to the
rest of the text (Bass et al., 2019). Additionally, stopwords and words
that were not specifically in the English dictionary were removed. While
stopwords may not be that relevant in the text, they do tie different words
together to build the narrative of the text (Bass et al., 2019). Bass et al.



6 discussion 23

(2019) found that both lemmatization and stopword removal resulted in
lower model performance for transformer-based models. They go on to
state that these two processes affect transformers’ ability to understand
the context among words. This is a problem the Tf-Idf vectorizer does not
have, as it does not incorporate the words’ context (Ramos et al., 2003).
Additionally, in order to generate the embeddings in a reasonable way,
the embeddings were averaged to reduce the dimensionality during the
computation process. While this allowed the embeddings to be used by
the SVM, this may have had an effect on the embeddings’ effectiveness.
As the averaged embeddings now no longer represented the relationship
among specific words.

6.2 Kernels

The research process also included the tuning of specific kernels, namely
linear, polynomial and rbf. Based on previous studies incorporating results
regarding the kernels used (Celli & Lepri, 2018; Wahba et al., 2022), it was
expected that either the linear kernel and/ or the polynomial kernel would
perform best within this classification task. Kalcheva et al. (2020) also
addressed the linear and polynomial kernels being appropriate parameters
for this task, alongside the rbf. Depending on the evaluation metric clear
differences in optimal performance for the SVM with Tf-Idf’s vectors,
compared to the SVM with Big Bird’s embeddings were found. With
accuracy scores being highest over all the subsets on the polynomial kernel
for the SVM with Tf-Idf vectors. And the linear kernel performing best over
all the subsets for the SVM with Big Bird’s embeddings. For the SVM using
Tf-Idf vectors, the polynomial kernel performed clearly better than the
linear and rbf kernels. However, the SVM using Big Bird’s embeddings, the
linear kernel only slightly outperformed the alternatives. This is interesting
and shows that indeed the optimal type of kernel used may be partially
dependent on the use of either Tf-Idf, or Big Bird (Kalcheva et al., 2020).
This could indicate that the embeddings and decision variable are linearly
separated. With the polynomial kernel indicating that it is non-linear when
dealing with Tf-Idf vectors (Pedregosa et al., 2011).

6.3 Limitations

This study had a number of limitations. First and foremost, Big Bird’s
embeddings were generated in such a way that could likely have dimin-
ished their effectiveness. This was due to the limited time horizon of the
research project. With Big Bird’s embeddings underperforming against
the SVM using Tf-Idf vectors, it seems reasonable that these adjustments
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to Big Bird have had an effect. It is therefore recommended that future
studies take ample more time to develop their data and models, to ensure
the embeddings are generated appropriately. Moreover, the preprocessing
steps included lemmatization and stopword removal, which favors the Tf-
Idf, that would not be able to capture relationships among words (Ramos
et al., 2003). However, Big Bird’s performance would have been affected, as
lemmatization and stopword removal hinders the transformer’s ability to
interpret the sequences in their most natural form (Bass et al., 2019). Future
research would benefit from having two separate preprocessing steps being
done. While this increases the differences in the research setting outside of
the main models (SVM with Tf-Idf or SVM with Big Bird), this would allow
the datasets to be processed in a way that suits both the vectorizer and
transformer. With regards to the training of the models, the train-test split
could have skewed the results. Authors could have made multiple posts on
Reddit, which were then stored in multiple instances. As the train-test split
occured on an instance basis, the same author could appear in both the
train and test set, possibly allowing the model to identify the author with
more ease and thus correctly predicting their personality. Future research
is adviced to instead apply the train-test split on an author basis, ensuring
the same author cannot occur in both sets. Additionally, the tuning process
regarding the SVM’s was limited. With only the linear, polynomial and rbf
kernels being adjusted. Future research would benefit from incorporating
more tuning parameters in their study to examine the full potential of the
SVM.

Apart from the limitations regarding the research process, the dataset
also is subject to limitations. Most importantly the dataset consists of
Reddit posts, which is a particular online platform. As described by
Chen and Peng (2023), one’s personality plays a role in which social
media platform one uses. It is therefore likely that Reddit users have
a different personality from for example Twitter users (Chen & Peng,
2023). Consequently, the results from this study may not be entirely
generalizable to other platforms, as the distribution of personality types
may appear differently from this study. Future research is advised to take
this into consideration, and extend this research to other platforms to test
its generalizability.

6.4 Contributions

Based on the study, the use of the SVM with Tf-Idf vectors remains a
remarkably useful model when attempting to perform text classification.
Practitioners are therefore recommended to consider its possibilities within
their projects. However, Big Bird’s transformer could still prove useful if
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the data is prepared more fittingly to the transformer, and more time is
taken to train the model properly. This research contributes to literature by
shedding more light on the use of transformers within text classification,
and provides more insights into the use of Big Bird. Additionally, this study
contributes to literature by providing more insights into the application of
SVM and Big Bird in author profiling.

7 conclusion

Returning to the main research question:

Can the Big Bird-transformer improve the model performance of
Support Vector Machines in personality prediction through text clas-
sification of Reddit posts?

This study found that the Big Bird transformer does not improve the
model performance of Support Vector Machines in personality through
text classification. As mentioned in the discussion, it is likely that the
processing of the embeddings and preprocessing of the dataset played
a role in Big Bird’s relatively low effectiveness. Future researchers are
advised to take care when taking similar steps in their research process to
prevent this issue from arising.
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