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Abstract

Author profiling is an area within natural language processing
(NLP) that focuses on predicting attributes of text authors. While
existing research has mainly focused on Twitter datasets for predict-
ing features, such as age and gender, this research aims to broaden
the field by exploring the Reddit dataset. Specifically, the paper fo-
cuses on predicting the economic political leaning of Reddit users,
recognizing the importance of analysing political discourse for so-
ciety’s safety and enhancing understanding between citizens and
leaders. To achieve this objective, the study employs three distinct
word embeddings – Term Frequency-Inverse Document Frequency
(TF-IDF), Word2Vec, and Big Bird – along with three different classi-
fiers – Logistic Regression (LR), Support Vector Classifier (SVC), and
Gradient Boosted Decision Trees (GBDT). These algorithms are com-
pared against majority and feature engineering baselines. Notably,
the best-performing models based on the F1-score entail a feature en-
gineering baseline trained on LG and TF-IDF embeddings trained on
SVC, revealing scores of 46.00% and 45.00%, respectively. Moreover,
SHapley Additive exPlanations (SHAP) values indicate the significant
importance of character trigrams in the best-performing model. Con-
versely, the worst-performing models are the majority baseline with
an F1-score of 27.79% and Big Bird word embeddings trained on SVC
with an F1-score of 37.00%. The paper also recognizes that the results
could have been influenced by factors such as stepping away from
binary classification and involving the "center" class.
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1 data source , ethics , code , and technology statement

The Reddit dataset has been acquired from Emmery et al. (2024), and a
non-disclosure agreement was signed. The obtained data was anonymised
- Reddit usernames were deleted after splitting the data, and only users’
political leaning and textual posts were used for learning algorithms. Work
on this thesis did not involve collecting data from human participants
or animals. The original owner of the data and code used in this thesis
retains ownership of the data and code during and after the completion
of this thesis. However, the authors are aware of the use of this data for
this thesis and potential research publications. All the figures were created
by this paper’s author. The reused/adapted code fragments are clearly
indicated in the notebook. In terms of writing, the author used assistance
with the language of the paper. Grammarly1 was used to improve the
author’s original content for paraphrasing, spell-checking, and grammar.
The code is available at GitHub repository https://github.com/abasinaB/
Predicting_political_leaning_Reddit

2 introduction

2.1 Problem Statement

The data science community has recognized the advantages of employing
social media as a valuable data source. Its value lies in its abundance of
data and the dual nature of social media posts and interactions.

On the one hand, social media has proven to be a powerful tool in
pivotal events, such as the Arab Spring (Wolfsfeld et al., 2013), as well as
in raising awareness for social movements, for example, Black Lives Matter
and MeToo (Greene et al., 2019). On the other hand, it is also a place that
fosters hate speech, racism, and echo chambers (Proferes et al., 2021).

While much attention in author profiling tasks has been directed to-
wards Twitter (now known as X) as a dataset (Conover et al., 2011; Pennac-
chiotti & Popescu, 2021; Preoţiuc-Pietro et al., 2017), this research seeks to
extend the use of other social media platforms, such as Reddit. By employ-
ing this dataset, this paper explores different types of text representations
and one of the polarizing topics on digital platforms – economic political
discourse. This research will utilize natural language processing (NLP)
techniques to engage in author profiling and predict Reddit posts authors’
economic political leaning.

1 https://app.grammarly.com/

https://github.com/abasinaB/Predicting_political_leaning_Reddit
https://github.com/abasinaB/Predicting_political_leaning_Reddit
https://app.grammarly.com/
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2.2 Social and Scientific Relevance

The social implications of this research goal are fundamental. As social
media can be a place that fosters echo chambers and political radicalisation
(Atari et al., 2022), the ability to predict an individual’s political leanings
holds significant promise for society, its stability, and security. Early
detection of radicalisation could significantly contribute to mitigating
potential harm and providing a safer digital environment. Moreover,
understanding and analysing political discourse greatly value democracy,
creating a more informed and engaged society (Chambers, 2018).

Beyond the social impact, this research also holds scientific relevance.
Reddit, a platform not extensively explored in author profiling studies,
presents a rich source of longer texts compared to Twitter for investigating
the capabilities of different word embeddings and classifier models. More-
over, the longer texts present an opportunity to explore the transformer
model Big Bird and its word embeddings, an area that previous research
has yet to explore fully. This would extend author profiling research and
provide researchers with valuable insights for future investigations.

2.3 Research Question

To gain value for the society and research community and fulfil the research
objective, this paper proposes the main research question:

To what extent can machine learning classifiers, leveraging various
text representations, accurately predict the economic political leaning
of Reddit users based on their textual posts?

Three sub-questions will be addressed to implement a concise and struc-
tured approach. First, previous research on predicting political leaning
has demonstrated the effectiveness of Term Frequency-Inverse Document
Frequency (TF-IDF) and Bag of Words (BoW) as valuable techniques for
extracting word embeddings (Conover et al., 2011; Kosiv & Yakovyna,
2022). Furthermore, Kramp et al. (2023) has shown the potential of Big
Bird embeddings compared to engineered text features for longer texts.
Therefore, the first sub-questions is:

RQ1 How are the accuracy and F1-score of classifiers influenced by TF-IDF,
Word2Vec, and Big Bird word embeddings compared to the feature engineer-
ing baseline?

Second, various classifiers have been adopted in NLP tasks. One of the
most prominent papers in predicting political leaning has used Gradient
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Boosted Decision Trees (GBDT) (Pennacchiotti & Popescu, 2021). At the
same time, other researchers advocate for Support Vector Machine (SVM)
algorithms (Conover et al., 2011), such as Support Vector Classifier (SVC)
(Kosiv & Yakovyna, 2022). However, when using Big Bird embeddings,
Kramp et al. (2023) opt for Logistic Regression (LR). Thus, the second
sub-question is:

RQ2 To what extent do LR, SVC, and GBDT, combined with different text
representations, accurately predict economic political leaning compared to
the baselines?

Last, to increase the explainability and uncover the most crucial features of
the most successful model, this paper analyses SHapley Additive exPlana-
tions (SHAP) values. Hence, the third sub-research question is:

RQ3 Which features are the most important in predicting economic political
leaning based on SHAP values?

2.4 Main Findings

After addressing all the research questions, the main findings reveal the
continued significance of computing engineered features (without word
embeddings) alongside the success of TF-IDF word embeddings. However,
the results of classifiers present a less clear picture, with SVC demonstrating
the highest and lowest outcomes.

In order to show how the findings came about, this research follows
a certain structure. The paper starts with an exploration and synthesis of
background literature. Subsequently, the methodology is explained and
justified. Following this, the results are presented and then discussed.
Finally, conclusions are drawn.

3 literature review

3.1 Predicting Author’s Characteristics and Author Profiling

Author profiling and its related fields, including authorship verification,
originate from stylometry, a branch of linguistics focused on the author and
characteristic attribution by analysing text writing style and quantitative
features (Neal et al., 2017). The development of stylometry has been widely
credited to Lutoslawski (1898) and his work on Plato’s dialogues. Exploring
word frequency, importance, and other text features, the scholar analysed
the chronology of the dialogues.
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Over time, stylometry techniques have been adopted in author profiling
where to infer authors’ characteristics not only linguistic features of the text
are examined, but also others, such as content-based and stylistic features
(Ouni et al., 2023). With the rise of the internet and the abundance of data
from online platforms, author profiling has shifted towards analysing social
media users rather than focusing on written texts, such as works from
classical authors like Charles Dickens and William Makepeace Thackeray
(Mendenhall, 1887) or federal papers (Mosteller & Wallace, 1963).

Research on predicting authors’ characteristics using internet data has
explored various datasets, predicting a range of features through diverse
methodologies. However, significant focus has been on the Twitter dataset
to predict features, such as gender and age (Ouni et al., 2023). Diversity
in methods is more noticeable. Some scholars have emphasised network
behaviour analysis. This encompasses examining retweets (Stefanov et
al., 2020; Wong et al., 2021), as well as studying retweeted and followed
accounts (Volkova et al., 2014). Such methods have demonstrated effec-
tiveness in predicting authors’ attributes and related areas, such as stance
prediction (Magdy et al., 2015).

Other researchers have directed their focus toward analysing individual
tweets or posts. This involves examining the hashtags (Conover et al., 2011;
Pennacchiotti & Popescu, 2021), mentions of other profiles, and the textual
content itself. Various techniques from NLP have been applied to analyse
the posts, such as studying the text’s stylistic features (Ouni et al., 2023),
including prototypical words via different n-grams, word embeddings and
grammatical and spelling mistakes (Goldin et al., 2018), and statistical
features, such as average sentence length. However, many authors opt for
a hybrid approach that integrates multiple methods and features.

3.2 Predicting Political Leaning

These methods and features have also been adopted to explore the author’s
political leaning. As with other characteristics also here, the Twitter dataset
has been widely used, and the focus often centres on the political context
of the United States of America (USA) or social politics, where individuals
are categorized as either Republican or Democrat or liberal or conservative.

A prominent work in this area was introduced by Pennacchiotti and
Popescu (2021). The researchers leveraged the Twitter data set to develop
algorithms that predict political leaning (Democrat or Republican), ethnic-
ity, and Starbucks enthusiasm. Pennacchiotti and Popescu (2021) analysed
users’ profiles, networks, posting patterns, and posts. To examine users’
posts, the authors considered prototypical words, hashtags, sentiment, and
different Latent Dirichlet Allocation (LDA) variations to identify prevalent
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topics in the tweets. The authors utilised GBDT to achieve results that
exceeded 80% in precision, recall, accuracy, and f-score, underscoring the
significance of linguistic features.

A similar approach was undertaken by Conover et al. (2011). Just as
Pennacchiotti and Popescu (2021), Conover et al. (2011) focused on the
Twitter dataset and considered the tweet’s author’s network, hashtags, and
linguistic features. While sharing similarities with the work of Pennac-
chiotti and Popescu (2021), Conover et al. (2011) delved into the 2010 USA
midterm elections, categorizing political leaning not as binary variable, but
as left, right, or ambiguous. The scholars employed SVM and specified the
TF-IDF algorithm to extract prototypical words and create word embed-
dings. Compared to Pennacchiotti and Popescu (2021) Conover et al. (2011)
research highlighted the significance of hashtags and networks over word
embeddings, achieving an accuracy rate exceeding 90%.

In recent years, a shift away from USA-centric politics has been more
noticeable (Kosiv & Yakovyna, 2022; Preoţiuc-Pietro et al., 2017). For
example, Preoţiuc-Pietro et al. (2017) viewed political leaning not as a
categorical variable but as a scale ranging from conservative to liberal. By
combining Twitter data with survey responses, the researchers considered
a range of linguistic features such as unigrams, Linguistic Inquiry and
Word Count (LIWC), Word2Vec, and sentiment analysis. Preoţiuc-Pietro
et al. (2017) utilized LR and observed about an 8% increase in accuracy
from their baseline.

Furthermore, Kosiv and Yakovyna (2022) considered context other than
the USA and explored the Ukraine-Russia war. By employing various
classifiers and word embeddings, the authors categorized individuals as
either pro-Russian or pro-Ukrainian. The findings showed the effectiveness
of BoW and TF-IDF word embeddings while using SVC, LR, Long Short-
Term Memory (LSTM), and Convolutional Neural Network (CNN).

3.3 Transformer Models

The transformer models, introduced by Vaswani et al. (2017), have emerged
as a significant state-of-the-art algorithm in machine learning tasks, in-
cluding predicting political stances from text. These models have been
widely used in computer vision and NLP tasks, such as translation and
answer generation (Lin et al., 2022), and less in creating word embeddings
that are passed on to other algorithms (Ahuja & Sharma, 2022; Pericherla
& Ilavarasan, 2024). Transformers’ architecture is characterized by their
decoder, encoder, and self-attention mechanism. This structure has been
proven beneficial in keeping long-range dependencies and allowing paral-
lelization.
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Bidirectional Encoder Representations from Transformers (BERT) has
gained significant attention among other transformer models. Baly et
al. (2020) leveraged this transformer to predict news articles’ left, center,
or right political leaning. The researcher used LSTM and BERT. Baly et
al. (2020) results showed that BERT significantly increased f-score and
accuracy compared to the majority baseline. Building upon the BERT, Jiang
et al. (2023) adopted their transformer model - Retweet-BERT, tailored
for predicting political leaning. The authors achieved a macro f-score
exceeding 95% by combining social and textual features. However, both
papers utilized transformer algorithms as classifiers and did not explore
their ability to create word embeddings.

3.4 Big Bird

Although different transformer models, such as BERT, have demonstrated
success in specific tasks, they have disadvantages when working with
longer texts due to memory constraints (Zaheer et al., 2020). Hence,
Zaheer et al. (2020) introduced transformer Big Bird. This transformer
model utilizes sparse instead of full attention. Big Bird’s sparse attention
incorporates random, window, and global attention. This has proven to be
an effective and accurate transformer in various tasks involving longer text
data, such as document translation (Li & Chan, 2019) and Native Language
Identification (NLI) (Kramp et al., 2023).

Despite its success in tasks involving longer text data, the use of Big Bird
in predicting political leaning and creating word embeddings has not been
extensively explored. On the one hand, Nikolaev et al. (2023) employed
a Big Bird classifier to predict the political leaning of manifestos from
the MARPOR dataset. On the other hand, Kramp et al. (2023) leveraged
Big Bird word embeddings for the NLI task. The researchers extracted
768-word embedding features from the last hidden state of the Big Bird
transformer. This approach proved to be efficient and fast compared to
more traditional methods that rely on features like spelling mistakes and
n-grams. Nevertheless, utilizing Big Bird embeddings to predict political
leanings has not yet been explored in existing research.

3.5 Research Gap

Explored literature indicates potential areas for enriching author profiling
and predicting political leanings. First, Reddit has not been widely studied
compared to Twitter as a dataset. Second, while political leaning prediction
often revolves around binary categories linked to the USA or social politics,
there is a lack of investigation into the economic political leaning scale.
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Third, although transformer models, such as Big Bird, have been utilized
as classifiers, their application for generating word embeddings has been
side-lined.

Therefore, in this research, the aim is to compare various word embed-
dings alongside different classifiers to predict economic political leaning.
The effectiveness of well-established word embeddings in political leaning
prediction, such as Word2Vec and TF-IDF, will be compared with non-
word-embedding features and the embeddings generated by Big Bird. The
analysis will involve classifiers LR, SVC, and GBDT, which have been
shown effective in previous studies. Consequently, to gain insights into
how the model works, SHAP values will be computed.

4 methodology & experimental setup

In order to compare different text representations and build machine
learning models for predicting political leaning using the Reddit dataset,
this research leveraged the Python programming language and utilized
Google Colab, which employs Jupyter notebooks. The visualization of
experimental steps can be seen in Figure 1.

The libraries used were Pandas (Mckinney, 2011), Scikity-Learn (Pe-
dregosa et al., 2011), NumPy (Harris et al., 2020), Matplotlib (Hunter, 2007),
Langdetect (Shuyo, 2021), SymSpell2, Levenshtein3, Spacy (Honnibal &
Montani, 2017), Transformers4, Torch (Paszke et al., 2017), Tqdm5, Gensim
(Rehurek & Sojka, 2011), Seaborn (Waskom, 2021), and SHAP (Lundberg &
Lee, 2017).

4.1 Dataset Description

This study utilizes the Reddit dataset to address the research questions and
assess the performance of classifiers when using various word embeddings
to predict political affiliation.

Reddit is a social media platform that facilitates user discussions
through posts and comments subject to community voting mechanisms
(Proferes et al., 2021). Compared to Twitter, it allows users to create longer
posts and contribute to different subreddits covering diverse topics.

The data was collected in 2020-2022 by Emmery et al. (2024), making it
temporally relevant. As the dataset is still under review, a non-disclosure
agreement was signed. It contains usernames, corresponding political

2 https://github.com/wolfgarbe/SymSpell
3 https://github.com/ztane/python-Levenshtein
4 https://github.com/huggingface/transformers
5 https://github.com/tqdm/tqdm

https://github.com/wolfgarbe/SymSpell
https://github.com/ztane/python-Levenshtein
https://github.com/huggingface/transformers
https://github.com/tqdm/tqdm
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Figure 1: Flowchart of the Research, Showing Data Preparation Process and Main
Experiment of Evaluating Four Different Text Representations Combined with
Three Learning Models and Explaining the Best-Performing Model

Note. POS stands for Parts of speech, TF-IDF for the Term Frequency-Inverse
Document Frequency, and SVD for Singular Value Decomposition.
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leanings, and posts sourced from users active in the r/PoliticalCompass
subreddit. This includes their posts within the subreddit and all their other
posts on Reddit. Each user’s posts were aggregated and then split so each
entry would have 1,500 words.

Compared to most works on political leaning, the dataset is labelled
based on the Political Compass economic side of political stance. The
dataset contains three distinct classes: "left," representing advocates of a
government-led economy, "center," and "right," reflecting people that opt
for a completely free market (The Political Compass, n.d.). Prior to any
data cleaning, the dataset contains 57231 entries - 25201 "center" (44.03%),
17454 "right" (30.50%), and 14576 "left" (25.49%).

4.2 Preprocessing

4.2.1 Cleaning the Data

In order to clean data and reduce noise, several data-cleaning steps were
implemented. Repeating white spaces were substituted with one and URLs
were replaced by string "URL"6.

Only letters, numbers, spaces, and apostrophes were kept to filter out
unnecessary characters 7.

Entries with non-English text were detected and removed to keep
data more consistent between datasets, and as some techniques applied
were focused on the English language, such as sentiment detection. This
excluded 2082 entries, resulting in the dataset with 55149 entries. The
distribution of classes slightly shifted to 44.22% for "center," 30.42% for
"right," and 25.35% for "left."

Other techniques were considered, such as lemmatization (Aydin, 2023).
However, it was decided not to employ this technique to avoid eliminating
valuable information indicative of political leaning through writing style.

4.2.2 Splitting the Data

The data was split into two datasets – the train and test sets. The train-
ing dataset was utilized for training the classifiers and cross-validation,
whereas the training dataset was kept for out-of-sample evaluation.

A specific splitting approach was employed to ensure balanced datasets
and keep independence between them. Each author was assigned to either
the train or test dataset (Kramp et al., 2023) while stratifying on political
leaning. Subsequently, individual author entries were added up within

6 https://stackoverflow.com/questions/11331982/how-to-remove-any-url-within-a-string-\
in-python

7 https://github.com/python/cpython/tree/3.12/Lib/re/

https://stackoverflow.com/questions/11331982/how-to-remove-any-url-within-a-string-\in -python
https://stackoverflow.com/questions/11331982/how-to-remove-any-url-within-a-string-\in -python
https://github.com/python/cpython/tree/3.12/Lib/re/
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their respective datasets. Although the goal was to get an 80/20 split
between train and test data, this method resulted in 80,41% train data and
19,59% test data. The distribution of classes within train data was 44.06%
for "center," 32.22% for "right," and 24.71% for "left," while in test data,
the distribution was 44.86% for "center," 27.98% for "right," and 27.15% for
"left."

4.3 Text Representations and Answering Research Question 1

To address RQ1, How are the accuracy and F1-score of classifiers influenced
by TF-IDF, Word2Vec, and Big Bird word embeddings compared to the feature
engineering baseline? four text representations were considered. These
encompassed baseline as feature engineering and three types of word
embeddings.

4.3.1 Baseline: Feature Engineering

The baseline of feature engineering was primarily drawn from Kramp et al.
(2023) as they are the pioneers in Big Bird word embeddings, and their
baseline used various text features.

Average sentence length. Computed for each entry by dividing the
total number of words in an entry (1500 as previously specified) by the
sentence count.

Spelling mistakes. Made by first correcting the spelling of user texts
using a maximum edit distance of 2

8 and the ’en-80k’ dictionary9. The
average Levenshtein distance was then calculated by comparing the original
post with the corrected one on a word-by-word basis. All distances were
summed and divided by the total number of words in the entry (1500).

Character trigrams. The top 1000 character trigrams were computed as
new features.

Parts of speech (POS). Words, numbers, symbols, or punctuations from
the non-processed entries were transformed in their respective POS tags.
The 300 most frequently occurring POS trigrams were made into features
representing their number of appearances in each entry. Moreover, to
account for the possibility that people from left, right, or center political
spectrum might use different amounts of verbs, nouns, pronouns, or any
other POS, the total number of each POS category was recorded for each
entry (Bugdani, 2022), adding nine other features that were not present in
Kramp et al. (2023) work.

8 https://symspellpy.readthedocs.io/en/latest/examples/lookup.html#basic-usage
9 https://github.com/wolfgarbe/SymSpell/blob/master/SymSpell.FrequencyDictionary/

en-80k.txt

https://symspellpy.readthedocs.io/en/latest/examples/lookup.html#basic-usage
https://github.com/wolfgarbe/SymSpell/blob/master/SymSpell.FrequencyDictionary/en-80k.txt
https://github.com/wolfgarbe/SymSpell/blob/master/SymSpell.FrequencyDictionary/en-80k.txt
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Sentiment. Another feature not included in Kramp et al. (2023) used
in this research was sentiment. As other researchers on political leaning
(Pennacchiotti & Popescu, 2021) have used it, and literature shows that
some political ideologies, such as conservatives, tend to use more negative
language (Sterling et al., 2020), it was used as a feature in this research.
This was done by using positive and negative word dictionaries10 and
updating each entry score by +1 for positive word and -1 for negative
word.

Therefore, feature engineering resulted in 1312 features.

4.3.2 Term Frequency-Inverse Document Frequency

The adoption of TF-IDF started by Sparck Jones (1972) in the 1970s. This
word embedding method is composed of two components. Term Frequency
(TF) represents the frequency of a word divided by the total number
of words in an entry. Inverse Document Frequency (IDF) assesses the
significance of each word by measuring how much the word is seen in
all the entries, assigning smaller values to words that appear more in the
whole text.

This word embedding technique has been successfully adopted by
scholars in the predictions of political leaning (Conover et al., 2011; Kosiv
& Yakovyna, 2022) as it has the advantages of dealing with large datasets
and accounts for the importance of terms in the text. Therefore, it was also
implemented in this research. Due to the limits of computational power
and Random Access Memory (RAM) and to reduce noise, the max_features
parameter was set to 10000, and stop words were excluded. Moreover, to
further decrease dimensionality, Singular Value Decomposition (SVD)11

based on Elbow method (Falini, 2022) was applied that resulted in 70

features.

4.3.3 Word2Vec

Word2Vec, introduced by Google researcher Tomas Mikolov in 2013 (Mikolov
et al., 2013), is a method that learns representations of words in a vector
space. Compared to TF-IDF, Word2Vec considers context, meaning that
words closer in context are represented as closer in the vector space.

Due to this advantage, other researchers have also adopted this ap-
proach in author profiling. For instance, Kosiv and Yakovyna (2022) utilized
Word2Vec as BoW, where a word is predicted based on its surrounding

10 https://github.com/shekhargulati/sentiment-analysis-python/tree/master/
opinion-lexicon-English

11 https://scikit-learn.org/stable/modules/generated/sklearn.decomposition.
TruncatedSVD.html

https://github.com/shekhargulati/sentiment-analysis-python/tree/master/opinion-lexicon-English
https://github.com/shekhargulati/sentiment-analysis-python/tree/master/opinion-lexicon-English
https://scikit-learn.org/stable/modules/generated/sklearn.decomposition.TruncatedSVD.html
https://scikit-learn.org/stable/modules/generated/sklearn.decomposition.TruncatedSVD.html
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words. Therefore, this research also utilized this method and employed a
pre-trained Google model12 that has been trained on news articles. The de-
cision to use a pre-trained model was driven by computational constraints
and the benefit that a pre-trained model has been trained on large data
that could potentially enhance out-of-sample performance. The text entries
were tokenized, and a pre-trained model was applied to transform words
into vectors.

4.3.4 Big Bird

As mentioned in section 3.4, Big Bird was introduced by Zaheer et al.
(2020) and is a transformer model that uses a sparse attention mechanism,
which, compared to full attention, has a better ability to handle longer text
sequences.

Given the often long entries on Reddit, leveraging this transformer
model could be beneficial. While the exploration of using Big Bird for
word embeddings is scarce, promising results have been demonstrated by
Kramp et al. (2023), thus, was explored in this research. Following the
approach outlined in Kramp et al. (2023) code13, this research employed
a pre-trained Big Bird model with the roberta base14 and an input size of
2048, selected for its best performance in Kramp et al. (2023). Using the
last hidden state of the Big Bird model, 768 features were extracted.

4.4 Classifiers and Answering Research Question 2

To evaluate different types of text representations and answer RQ2 (To
what extent do LR, SVC, and GBDT, combined with different text representations,
accurately predict economic political leaning compared to the baselines?), three
classifiers were selected and compared to baseline models.

Classifiers, LR, SVC, and GBDT, were fed the baseline features, TF-
IDF, Word2Vec, and Big Bird word embeddings. All models were trained
to predict classes of "left," "center," and "right," representing different
economic political leanings. To ensure model stability and avoid overfitting,
5-fold cross-validation was employed during testing. No hyperparameter
tuning was conducted. Although it could have hampered the classifier
performance and their robustness, it was done using the same models for
word embedding comparison (Kramp et al., 2023).

12 https://code.google.com/archive/p/word2vec/
13 https://github.com/SergeyKramp/mthesis-bigbird-embeddings/blob/master/feature_

extractors/transformer_feature_extractor.py
14 https://huggingface.co/google/bigbird-roberta-base

https://code.google.com/archive/p/word2vec/
https://github.com/SergeyKramp/mthesis-bigbird-embeddings/blob/master/feature_extractors/transformer_feature_extractor.py
https://github.com/SergeyKramp/mthesis-bigbird-embeddings/blob/master/feature_extractors/transformer_feature_extractor.py
https://huggingface.co/google/bigbird-roberta-base
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4.4.1 Majority Baseline Model

In addition to baselines with engineered features tested on each classifier,
a majority baseline was also included in the analysis. Including the ma-
jority baseline provided a sanity check to evaluate whether the models
were learning from the data and outperforming a simple majority-class
prediction model.

4.4.2 Logistic Regression

The origins of LR can be traced back to the early 19th century (Cramer,
2002), but its development has been credited mainly to Cox (1958). LR
is utilized for binary categorization, where each category is assigned a
probability through a logistic function.

Kramp et al. (2023) employed LR and highlighted it as one of the
best-performing algorithms on the Reddit-L2 dataset (Goldin et al., 2018).
However, given that LR is designed for binary prediction, this research
employed a variant of it - multinomial logistic regression to classify more
than two categories by utilizing logits and assigning probabilities to each
class (Kwak & Clayton-Matthews, 2002). Similar to Kramp et al. (2023),
also in this study, the default parameters were adopted with max_iter set
to 1000.

4.4.3 Support Vector Classifier

SVM was first developed by Cortes and Vapnik (1995) in the 1990s as a
supervised learning algorithm designed to draw a hyperplane separating
distinct categories in the data. When the data cannot be linearly separable
by decision boundary, SVM can leverage the Kernel trick to map features
into higher-dimensional spaces. SVM can be applied for regression and
classification. For classification purposes, SVC is utilized.

In the area of predicting political leanings, both Conover et al. (2011)
and Kosiv and Yakovyna (2022) have successfully employed SVM and
SVC, respectively, showing positive results. Given SVC’s ability to handle
non-linear classification and high-dimensional feature spaces, it emerges as
a fitting algorithm for this study. Therefore, it was applied in this research
using default parameters.

4.4.4 Gradient Boosted Decision Trees

Gradient Boosting Machine (GBM) is an ensemble learning algorithm intro-
duced by Friedman (2001). This algorithm applies the method of boosting,
where weak learners are added after one another to the model, with each
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learner correcting errors made by its predecessors. When decision trees
are used as the learner in this algorithm, it is referred to as GBDT.

A work by Pennacchiotti and Popescu (2021) applied GBDT to pre-
dict political leaning, achieving an accuracy and f-score exceeding 80%.
By combining multiple weak learners into a single strong learner, GBDT
demonstrates the ability to deliver accurate results; thus, this study em-
ployed the algorithm with its standard hyperparameters.

4.5 Evaluation

The performances of each learning algorithm on the test set for out-of-
sample evaluation were compared based on metrics such as accuracy,
f-score, recall, and precision, both in relation to each other and against the
baseline models.

Accuracy scores were computed as it is equally important to predict
all classes correctly (Pennacchiotti & Popescu, 2021). Additionally, the
F1-score was utilized to take into account recall and precision equally and
address the class imbalance within the dataset. While precision and recall
were not the primary focus of this research, they were presented for the
benefit of future researchers. The evaluation process also included an
analysis of errors through the examination of the confusion matrix. This
matrix showed specific types of misclassifications made by the learning
algorithms.

4.6 SHapley Additive exPlanations Values and Answering Research Question 3

In order to increase transparency and gain deeper insights into the best-
performing algorithm and answer RQ3 (Which features are the most important
in predicting economic political leaning based on SHAP values?), SHAP values
were computed. Introduced by Lundberg and Lee (2017), SHAP values are
grounded in game theory and provide local and global interpretability for
features. Because these values can be visualized for comprehension and
are model-agnostic, they can be utilized across various learning algorithms,
rendering them a valuable tool for enhancing explainability in this research.
Given the computational demands of SHAP values, particularly in high-
dimensional feature spaces, a random subset comprising 20% of the test
cases (2161 entries) was explained in this research. Moreover, the model-
agnostic KernelExplainer was employed to get global interpretability, and
SHAP values were computed for each class separately.



5 results 16

5 results

Throughout this paper, a total of 13 models were developed - a major-
ity baseline as well as three distinct types of word embeddings (TF-IDF,
Word2Vec, Big Bird) and feature engineering baseline, each coupled with
three diverse classifiers (LR, SVC, GBDT). Additionally, the best model was
explained using SHAP values. This section presents the performances and
results of these models.

5.1 Text Representations’ Results

Table 1 presents average performance metrics - accuracy, F1-score, precision,
and recall – on test data of different text representation techniques. The
averages were composed by taking the mean performance of each text
representation method among the different classifiers.

Table 1: Average Text Representation Performances on the Test Dataset Across
Classifiers: Logistic Regression, Support Vector Classifier, and Gradient Boosting
Decision Trees.

Feature Engineering Baseline TF-IDF Word2Vec Big Bird
Accuracy 46.33 48.33 47.00 46.00
F1-score 43.67 44.00 41.67 40.00
Precision 45.00 47.00 44.33 43.67
Recall 46.33 48.33 47.00 46.00
Note. TF-IDF stands for Term Frequency-Inverse Document Frequency. All values
are represented in percentages. The values in black bold represent the best average
performance across text representations, while the values in grey bold represent
the worst performances.

The TF-IDF achieved the highest accuracy score of 48.33%, and Big
Bird embeddings yielded the lowest accuracy at 46.00%. Similarly, TF-IDF
exceeded other text representation techniques in precision and recall with
scores of 47.00% and 48.33%, respectively, while the Big Bird embeddings
were the worst with scores of 43.67% and 46.00%.

The lowest overall scores can be seen in the F1-score. However, the
trend is also sustained here, and TF-IDF presents the best score of 44.00%,
while Big Bird obtains the lowest score of 40.00%. Hence, these results
underscore the effectiveness of the TF-IDF and reveal limitations in the
performance of the Big Bird embeddings.
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5.2 Classifiers’ Results

Table 2 highlights the performance metrics for the majority baseline and
the average scores for each classifier across different text representation
techniques. Compared to the word embeddings, here results are more
mixed.

Table 2: Average Classifier Performances on the Test Dataset Across Text Rep-
resentations: Feature Engineering Baseline, Term Frequency-Inverse Document
Frequency, Word2Vec, and Big Bird

Majority Baseline LR SVC GBDT
Accuracy 44.86 47.00 47.25 46.5
F1-score 27.79 41.75 42.25 43.00
Precision 20.12 45.75 45.25 44.00

Recall 44.86 47.00 47.25 46.50

Note. LR stands for Logistic Regression, SVC for Support Vector Classifier, and
GBDT for Gradient Boosting Decision Trees. All values are represented in per-
centages. The values in black bold represent the best average performance across
different models, while the values in grey bold represent the worst performances.

The majority baseline demonstrates the poorest performance across
all metrics, with an accuracy of 44.86%, F1-score of 27.79%, precision of
20.12%, and recall of 44.86%. Among the classifiers, SVC scores the highest
accuracy score of 47.25% and recall of 47.25%, while LR achieves the highest
precision at 45.75%. As with word embeddings, the lowest scores are on
the F1-score, but GBDT achieves the highest F1-score of 43.00%.

5.3 Models’ Results

While the average results highlight the highest performance of TF-IDF
word embeddings and the best F1-score achieved by the GBDT algorithm,
it is essential to consider the best performances across various combinations
of word embeddings and classifiers, as seen in Table 3.

Although the majority baseline delivers the worst results, it is worth
noting that its accuracy and recall are only 4.14% lower than the best-
performing model, which features the LR classifier with TF-IDF word
embeddings (49.00%). Nevertheless, the majority baseline’s F1-score and
precision are significantly lower than other models, showcasing a difference
of 9.21% to 18.21%, pointing to the classifiers’ learning ability. The majority
bassline’s F1-score is 27.79%, while the best F1-score of 46.00% is achieved
by the LR classifier trained without word embeddings (feature engineering
baseline). Across different word embeddings, the best F1-score is recorded
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Table 3: Performance Results on the Test Dataset for Classifiers in a Combination
with Different Text Representations

Classifier Accuracy F1-score Precision Recall
Majority Baseline 44.86 27.79 20.12 44.86

Feature
Engineer-
ing
Baseline

LR 46.00 46.00 46.00 46.00

SVC 47.00 43.00 46.00 47.00

GBDT 46.00 42.00 46.00 46.00

Average 46.33 43.67 45.00 46.33

TF-IDF
LR 49.00 43.00 49.00 49.00
SVC 48.00 45.00 46.00 48.00

GBDT 48.00 44.00 46.00 48.00

Average 48.33 44.00 47.00 48.33

Word2Vec
LR 47.00 38.00 44.00 47.00

SVC 48.00 44.00 46.00 48.00

GBDT 46.00 43.00 43.00 46.00
Average 47.00 41.67 44.33 47.00

Big Bird
LR 46.00 40.00 44.00 46.00
SVC 46.00 37.00 43.00 46.00
GBDT 46.00 43.00 44.00 46.00
Average 46.00 40.00 43.67 46.00

Note. TF-IDF stands for Term Frequency-Inverse Document Frequency, LR for
Logistic Regression, SVC for Support Vector Classifier, and GBDT for Gradient
Boosting Decision Trees. All values are represented in percentages. The values
in black bold represent the best average performance across text representations,
while the values in grey bold represent the worst performances.

for SVC combined with TF-IDF (45.00%). Repeatedly showcasing the
success of TF-IDF features.

Big Bird embeddings exhibit the lowest results across all word embed-
dings. Its accuracy for all classifiers is 46.00%, the lowest across the results.
Perhaps more important, it also displays the poorest F1-scores, with the
lowest recorded at 37.00% when paired with SVC.

Interestingly, even though GBDT demonstrated the best average F1-
score, it does not consistently achieve the best F1-score performance when
looking at each algorithm separately. Additionally, it shows the lowest
recall and accuracy when paired with Word2Vec and Big Bird embeddings.

5.4 Error Analysis

All confusion matrixes reveal consistent patterns and can be seen in Ap-
pendix A. The best and worst performing models based on the F1-score
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Figure 2: Confusion Matrix for Multiclass Classification of Logistic Regression
Trained on Engineered Features

are feature engineering baseline with LR and Big Bird word embeddings
with SVC. Their confusion matrixes are presented in Figure 2 and Figure 3.

Both algorithms are the most successful in accurately predicting the
"center" class but struggle with correct predictions for the "left" class.
Generally, both algorithms are more prone to predict any of the classes as
"center" and least willing to assign any entry as "left." Notably, LR trained
on feature engineering baseline demonstrate better results for correctly
identifying individuals as left or right-leaning than Big Bird embeddings,
resulting in superior performance in predicting the "left" and "right" classes.
However, SVC with Big Bird embeddings is more successful in predicting
the "center" class correctly, but this could be explained by its willingness to
predict any entry as "center."

5.5 SHapley Additive exPlanations values

The best-performing model in terms of F1-score is the LR model trained
on the feature engineering baseline. Therefore, this model is utilized to
address RQ3 and explore the importance of features through SHAP values.
Beeswarm graphs illustrating the nine most important features for the "left"
category can be observed in Figure 4, "center" in Figure 5, and "right" in
Figure 6.

The most important features for predicting the "left" class are the char-
acter trigrams " th", followed by the count of verbs and punctuations within
the entry. Increased usage of the character trigram " th" and punctuations
tends to correlate with a higher likelihood of being categorized as left-
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Figure 3: Confusion Matrix for Multiclass Classification of Support Vector Classi-
fier Trained on Big Bird Word Embeddings

leaning, whereas a higher verb count indicates a lower probability of falling
into this class.

Within the "center" class, the most important features based on their
absolute SHAP values are character trigrams "’s ", "you", and " th". Smaller
occurrence of these character trigrams in entry is associated with a higher
probability of being assigned to the "center" category. In contrast to the
"left" class, POS trigrams, such as "cconj propn punct" (coordinating con-
junction, proper noun, and punctuation) and "noun punct cconj" (noun,
punctuation, and coordinating conjunction), play a more significant role in
predicting the "center" category.

Regarding the prediction of right economic political leaning, the key
features include the character trigram "you", followed by the POS trigram
"cconj propn punct" and the character trigram "the". Higher use of "you"
and "the" and lower presence of the POS trigram "cconj propn punct" makes
the learning algorithm more likely to predict the person as right-leaning.
Compared to the "center" class, a higher frequency of character trigrams
", a", "ou ", and "t’s" indicates a reduced likelihood of being predicted
as "right," while a higher occurrence of these features suggests a more
center-leaning orientation.

6 discussion

The aim of this study was to evaluate various text representation techniques
for predicting the political leaning of text authors using a Reddit dataset
and three distinct classifiers. To ensure a concise and organized paper,
the main research question was divided into three sub-questions focusing
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Figure 4: Beeswarm Graph of SHAP Values for the "Left" Class Taken from
Logistic Regression Model Trained on Engineered Features

Figure 5: Beeswarm Graph of SHAP Values for the "Center" Class Taken from
Logistic Regression Model Trained on Engineered Features
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Figure 6: Beeswarm Graph of SHAP Values for the "Right" Class Taken from
Logistic Regression Model Trained on Engineered Features

on word embeddings, classifiers, and model explainability. Following
the methodology, the results were presented in the previous section. The
discussion of the results and overall process has been conducted below.

6.1 Results Discussion

6.1.1 Text Representations’ Results Discussion

The results of various word embeddings reveal that the lowest results are
achieved on F1-scores. Big Bird embeddings show the lowest overall perfor-
mance, followed closely by Word2Vec, while TF-IDF demonstrates the best
performance. Explanations of varying text representations’ performances
are analysed below.

Firstly, Kramp et al. (2023) highlighted the potential of Big Bird embed-
dings in NLI tasks; however, this study did not validate their superiority.
It is important to note that Kramp et al. (2023) worked on the NLI task,
which differs from predicting political leaning and may require different
techniques and yield different results. Furthermore, their study did not
compare Big Bird embeddings against Word2Vec and TF-IDF. It is possi-
ble that TF-IDF could have also shown positive results in their research.
Furthermore, the use of pre-trained roberta base15 and not engaging in
fine-tuning might have impacted the performance of the Big Bird embed-
dings.

15 https://huggingface.co/google/bigbird-roberta-base

https://huggingface.co/google/bigbird-roberta-base
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Secondly, employing pre-trained Word2Vec embeddings trained on
a news dataset16 could have hampered their performance. News and
Reddit posts can contain diverse language styles, with news content often
characterized by formal writing and language styles. The presence of slang
and different rhetoric in Reddit posts may require different vectors for
specific words, influencing the embeddings’ performance.

Thirdly, on average, TF-IDF emerges as the best-performing text rep-
resentation method across all performance metrics. TF-IDF was trained
on the dataset employed in this research, allowing the algorithm to adapt
dataset-specific patterns. This is likely to cause the better performance.

Fourthly, the feature engineering baseline model closely approaches
TF-IDF performance. This underscores that more classical methods of text
representation are still valuable. However, it is essential to acknowledge
that this feature engineering method requires significantly longer time and
greater computational power.

Hence, the analysis of the first research question underscores TF-IDF as
the most successful word embedding for predicting the political leaning of
Reddit users. However, its performance does not significantly differ from
the feature engineering baseline.

6.1.2 Classifiers’ Results Discussion

The average performance of classifiers shows more mixed results than
word embedding results. Here, LR exhibits greater precision, while SVC
excels more in recall and accuracy. Notably, GBDT scores the highest
F1-score, which combines metrics of precision and recall and accounts for
class imbalance that accuracy fails to achieve.

Nevertheless, the majority baseline displays the lowest performance
across all metrics. Its accuracy is only 2.39% worse than the best classi-
fiers’ accuracy, while its F1-score is 15.21% worse than the best average
performance. The baseline’s reliance on assigning all instances to the
majority class ("center") improved its accuracy due to class distribution
imbalance. However, due to this imbalance, the F1-score showed worse
results. The increase of the F1-score from the majority baseline to other
classifiers suggests that other models are learning.

Therefore, when exploring the second research question, it remains
ambiguous which classifier performs the best. However, all the algorithms
outperform the majority baseline.

16 https://code.google.com/archive/p/word2vec/

https://code.google.com/archive/p/word2vec/


6 discussion 24

6.1.3 Models’ Results Discussion

While it is important to identify patterns in word embeddings’ and classi-
fiers’ performances, analysing the combinations of these elements holds
significance as some interesting aspects appear.

Despite that, on average, TF-IDF outperforms other text representa-
tion techniques. The highest overall F1-score is achieved by the feature
engineering baseline when used with LR. This furthermore highlights the
success of using more traditional methods in prediction tasks.

Another interesting pattern to notice is that when averaging the results,
GBDT stands out with the highest F1-score; however, this learning algo-
rithm does not perform best with any of the text representation techniques
when looking at separate results. LR without word embeddings and SVC
with TF-IDF displays better F1-scores. Moreover, while SVC performed
well with TF-IDF, it showcased the lowest F1-score when coupled with
Big Bird word embeddings. This highlights the robustness of GBDT as
a learning algorithm compared to SVC and the importance of analysing
various combinations of text representation and classifiers.

6.1.4 SHapley Additive exPlanations Value Result Discussion

SHAP values reveal the importance of features for the best-performing
model on the F1-score – LR trained on the feature engineering baseline.
Also, here, interesting patterns emerge.

Examining the nine most important features across all classes, a mix of
character trigrams, POS trigrams, and POS counts emerge as significant
predictors. Different character trigrams appear to be the most important
feature across all categories. Notably, often character trigrams appear to
represent complete words, such as "you," "the," and "but." This suggests
that word embeddings (used in other models) should play a significant
role in predictions.

Certain features such as sentiment, average sentence length, and spelling
mistakes do not rank among the nine most important features across all
classes. This absence implies that there are no significant differences in
these attributes across different economic political leanings.

However, differences between classes can be observed in other features.
The model suggests that right-leaning individuals tend to use less punctua-
tion and more word "the" than left-leaning. Furthermore, when comparing
the "center" and "left" categories, "left" are less likely to use the character
trigram " th" than center-leaning individuals. It is important to note that
this would likely not indicate the beginning of the word "the" because the
"left" category is not likely to use this trigram.
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Moreover, the model captures more distinct differences between the
"right" and "center" categories, particularly in the usage of character tri-
grams such as "you", ", a", "ou ", and "t’s". This pattern could be attributed
to the greater representation of the "right" and "center" categories compared
to the "left," leading the algorithm to draw more comparisons between
these two groups.

Even though SHAP values reveal interesting findings, they have to be
analysed carefully as the performance metrics achieved in this study fall
below those reported by other researchers (Conover et al., 2011; Jiang et al.,
2023; Pennacchiotti & Popescu, 2021). Several aspects may have contributed
to this.

Firstly, prior research primarily focused on other datasets, particularly
emphasizing the Twitter dataset. In contrast, the dataset used in this
paper has not yet been fully reviewed. This difference in datasets poses a
challenge for comparison, as varied datasets may require diverse methods.

Secondly, a considerable amount of research has been concentrated on
binary classification, such as NLI by Kramp et al. (2023), and republican
or democrat political leaning prediction by Pennacchiotti and Popescu
(2021). In contrast, besides left and right political leaning, this research
also employed center class to acknowledge that political leaning is more of
a spectrum and a significant middle exists. The inclusion of this additional
class made the difference between classes less noticeable and, therefore,
is likely to cause poorer performance. This was also seen in confusion
matrixes, where all algorithms were more prone to predicting any class as
"center."

Thirdly, previous research also pointed out the importance of incorpo-
rating features other than text representation, for instance, Conover et al.
(2011) integrated hashtags and Volkova et al. (2014) explored at network
patterns. Even though this could be more significant for the Twitter dataset,
it is possible that analysing similar features in the Reddit dataset could
reveal more about one’s economic political leaning.

Finally, this research did not engage in hyperparameter tuning (also fur-
ther discussed in 6.3). While optimizing hyperparameters could potentially
enhance the results, it is unlikely that they would reach the levels reported
in the existing literature that mostly exceeded 80% in performance metrics
(Conover et al., 2011; Jiang et al., 2023; Pennacchiotti & Popescu, 2021).
Moreover, if algorithms reached this accuracy or F1-score measurement
after tuning, it could potentially indicate that the learning algorithms are
less robust.
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6.2 Scientific and Social Impact

The results of this research may appear statistically modest; however, they
carry significant value with implications in both the scientific and social
realms.

As mentioned before, analysing political discourse is relevant and vital
for society and its security. Understanding the stance of society is cru-
cial for politicians, leading to deeper understanding and fostering a more
harmonious political environment (Chambers, 2018). Additionally, this
research shows the diverse nature of political ideologies, emphasizing that
political leanings exist along a spectrum rather than as a binary classi-
fication. While incorporating more categories may make the prediction
harder, it more accurately resembles the diversity within society, where
individuals often align with various points along the political spectrum
based on different topics, with a substantial center community.

This also adds to the scientific community and points out that other
researchers should also take into account this detail. Taking into account the
"center" class increases the understanding of the distribution of classes and
broadens the research on economic political leaning prediction. Moreover,
this research contributes to the research of Reddit as a dataset and diverse
word embeddings, especially the under-researched field of Big Bird word
embeddings.

6.3 Limitations

Even though this research has addressed three research questions and
implies social and scientific significance, it is important to acknowledge
several limitations.

Firstly, the research on English machine learning models has been vast,
and there is a lack of exploration of other languages. Also, this research
adopted a data cleaning method that filtered out non-English entries and
applied dictionaries for sentiment and spelling mistakes that are based on
English. This also led to the choice of pre-trained Word2Vec and Big Bird
models that are trained on English datasets. Even though the choices were
made because most of the dataset was in English, this makes the developed
algorithms not suitable for other languages.

Secondly, the decision not to engage in hyperparameter tuning while
trying to facilitate a clearer comparison of different word embeddings,
as already mentioned, may have hampered the results. Hyperparameter
tuning could have optimized the parameters for each word embedding
and classifier, potentially enhancing performance. However, this would
have made comparison of word embeddings less obvious.
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Thirdly, previous research showed promising results for Big Bird embed-
dings (Kramp et al., 2023); however, in this research, Big Bird embeddings
showed the worst results. Kramp et al. (2023) used and compared different
Big Bird models, but this research only chose the best model of Kramp
et al. (2023) research. Additional exploration of different Big Bird models,
perhaps tailored to this specific research context, could have potentially
shown better results.

Fourthly, both Word2Vec and roberta base for Big Bird embeddings
utilized in the study were pre-trained. As mentioned before, training
models on this dataset or using other pre-trained models could have
been more suitable for this research. Both of the pre-trained models were
trained on news17 18, while Big Bird also used stories, books, and Wikipedia.
The language of these sources differs from the informal, user-generated
language typically found on Reddit, potentially leading to a mismatch
in language styles and affecting the performance of the embeddings on
Reddit data.

Lastly, while the dataset used in the research has been developed by
established scholars (Emmery et al., 2024), it could have limitations. The
dataset is still under review and has limited utilization in other studies.
This introduces challenges in comparing the findings with existing research,
underscoring the need for caution in drawing conclusions based on this
dataset alone.

6.4 Future Research

Despite the limitations of this research, it paves the way for future research
opportunities.

The worst results were observed with Word2Vec and Big Bird embed-
dings, which the use of pre-trained models may have influenced. One
promising field for further investigation is the potential of Reddit-specific
Word2Vec and Big Bird models. This research would capture Reddit users’
diverse slang and language nuances, offering valuable insights for future
Reddit-related research.

Moreover, despite Big Bird embeddings being the worst results, this
area remains relatively unexplored and warrants further exploration. By
fine-tuning the algorithms and experimenting with different model bases,
Big Bird embeddings could potentially emerge as a fast and efficient word
embedding technique.

Additionally, as this research shows that a more traditional method
of feature engineering baseline still can compete with more advanced

17 https://huggingface.co/google/bigbird-roberta-base
18 https://code.google.com/archive/p/word2vec/

https://huggingface.co/google/bigbird-roberta-base
https://code.google.com/archive/p/word2vec/
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techniques and SHAP values suggest that character trigrams, often being
words, play an important role in predictions, it would be valuable to
explore the combination of feature engineering baseline and different word
embeddings. For example, combining well-performing engineered features
with TF-IDF word embeddings has the potential to boost the algorithm’s
F-score. Moreover, exploring diverse combinations of word embeddings
could capture various aspects of textual information, thereby enriching the
overall analysis.

7 conclusion

This research explored algorithms’ predictive capabilities in determining
Reddit users’ political leanings. The main research question was "To what
extent can machine learning classifiers, leveraging various text represen-
tations, accurately predict the economic political leaning of Reddit users
based on their textual posts?"

Based on previous research and identified research gaps, a methodol-
ogy was employed. This involved the exploration of three distinct word
embedding types – TD-IDF, Word2Vec, and Big Bird – across three different
classifiers: LR, SVC, and GBDT. The algorithms were benchmarked against
both the majority baseline and the feature engineering baseline, trained on
all three classifiers, resulting in the development of 13 unique models.

The main experiment results reached F1-scores between 37.00% and
45.00%. Notably, the most promising results were achieved with the
feature engineering embeddings on LR, where SHAP values highlighted
the importance of character trigrams and POS, and the TF-IDF embeddings
on SVC. While TF-IDF embeddings demonstrated the best performance
compared to other embeddings, the classifier results exhibited a more
varied performance.

While the results may appear modest in comparison to previous stud-
ies, it is essential to consider the contextual disparities between research
methodologies, including variations in datasets and the incorporation of a
"center" class. Hence, through the exploration of diverse word embeddings
and classifiers, this research has made a meaningful contribution to the
study of author profiling.
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Figure 7: Confusion Matrix for Multiclass Classification of Support Vector Classi-
fier Trained on Engineered Features

Figure 8: Confusion Matrix for Multiclass Classification of Gradient Boosted
Decision Trees Trained on Engineered Features
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Figure 9: Confusion Matrix for Multiclass Classification of Logistic Regression
Trained on Term Frequency-Inverse Document Frequency Word Embeddings

Figure 10: Confusion Matrix for Multiclass Classification of Support Vector Classi-
fier Trained on Term Frequency-Inverse Document Frequency Word Embeddings
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Figure 11: Confusion Matrix for Multiclass Classification of Gradient Boosted
Decision Trees Trained on Term Frequency-Inverse Document Frequency Word
Embeddings

Figure 12: Confusion Matrix for Multiclass Classification of Logistic Regression
Trained on Word2Vec Word Embeddings



appendix 37

Figure 13: Confusion Matrix for Multiclass Classification of Support Vector Classi-
fier Trained on Word2Vec Word Embeddings

Figure 14: Confusion Matrix for Multiclass Classification of Gradient Boosted
Decision Trees Trained on Word2Vec Word Embeddings
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Figure 15: Confusion Matrix for Multiclass Classification of Logistic Regression
Trained on Big Bird Word Embeddings

Figure 16: Confusion Matrix for Multiclass Classification of Gradient Boosted
Decision Trees Trained on Big Bird Word Embeddings
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