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Abstract 

Online hate speech is a prevalent issue, inflicting negative effects on the emotional and 

physical well-being of victims. Because the support of bystanders can stop the bullying, 

bystanders play a pivotal role in protecting the well-being of victims. This study aimed to 

examine how the victim’s level of anonymity (anonymous vs. identifiable) on social media 

affects bystanders’ attitudes and intention to intervene, using passive or active interventions. 

Additionally, this study examined whether bystanders’ attitudes or intentions to help the 

anonymous or identifiable victim varied based on the social group (in-group vs. out-group) to 

which the victim belonged. It was expected that bystanders have a more favorable attitude and 

an increased intention to help a victim when the victim is identifiable, through increased 

feelings of social presence and social attraction. Additionally, it was expected that bystanders 

have a more favorable attitude and a stronger intention to help a victim when the victim is 

anonymous and part of the in-group, compared to when the victim is identifiable and part of 

the in-group. The results of the experiment, with 160 participants, showed that bystanders 

have a more favorable attitude towards helping a victim when the victim is identifiable rather 

than anonymous due to increased feelings of social attraction. However, since social attraction 

and social presence were not found to mediate the relationship between the level of 

anonymity of the victim and the actual helping intentions of bystanders, more research is 

needed to examine the relationship between anonymous vs. identifiable victims and bystander 

intervention. The findings of this study may help victims of online hate speech on how to 

present themselves on social media to garner bystander support. 

  Keywords: online hate speech, anonymity, social group membership, social attraction, 

social presence, group identification, bystander intervention  
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Introduction 

 Surveys on the prevalence of online hate speech across various countries show that 

online hate speech is present everywhere: 42%-67% of young adults (18 to 25 years old) from 

various countries have witnessed hate speech online (Keipi et al., 2017) and 21% have even 

experienced being a victim of online hate speech themselves (Räsänen et al., 2016). Online 

hate speech has a negative impact on people’s emotional state, as it can lead to symptoms of 

anxiety, depression (Wachs et al., 2022), and even suicidal thoughts (Chaudhary et al., 2021). 

In addition, online hate speech can also limit the diversity of opinions online, as it discourages 

vulnerable groups to engage in online discussions and express their beliefs due to fear of 

harassment (Munger, 2016). Although online hate speech is defined as attacking a group or an 

individual online because of, for example, their gender, race, or sexual orientation, this study 

focuses on hate speech targeted towards a specific individual (Castaño-Pulgarín et al., 2021).  

  Unlike offline hate speech, online hate speech can cause more damage to the victim 

because incidents can be witnessed by a larger audience (Schacter et al., 2016). As a result, 

the responses of bystanders play a crucial role in shaping the victim’s well-being. In the 

context of online hate speech, bystanders can be defined as the individuals who observe the 

bullying situation (Zeng et al., 2023). Positive responses of bystanders, such as defending the 

victim, can lessen the victim’s suffering, while negative responses, such as doing nothing, can 

empower the bully to continue and increase the victim’s suffering (Patterson et al., 2016).  

 Various social media platforms provide users varying levels of anonymity, which can 

influence bystanders’ intention to intervene (You & Lee, 2019). However, little is known 

about bystander behavior regarding the victim’s anonymity. Anonymity refers to the ability to 

remain unidentified to others (Brody & Vangelisti, 2015). Bystanders may find it hard to 

empathize with anonymous victims, as it is difficult to feel a connection with a victim when 

the victim does not share any information about his or her identity (Small & Loewenstein, 



7 
 

2003). Indeed, some research shows that being anonymous as a victim can result in 

bystanders not helping the victim, as the anonymity reduces the feeling of responsibility (Yam 

& Reynolds, 2014). Conversely, identifiable victims do display personal information on their 

social media accounts, such as a profile photo, a name, or their gender (Kogut & Ritov, 2005). 

Due to these human-like cues, bystanders may find it easier to view the victim as a real person 

with emotions, who is worthy of receiving help (Lee & Feeley, 2016).  

  Studies on bystander behavior also show the importance of shared group membership 

(Forbes et al., 2019; Levine et al., 2002). More specifically, research suggests that when 

individuals belong to the same social group as the victim, it tends to have a positive effect on 

their attitudes and behavior towards helping the victim. According to the social identity theory  

by Tajfel and Turner (1979, as cited in Hornsey, 2008), people tend to categorize themselves 

and others in groups based on characteristics they share. These groups are referred to as in-

groups and out-groups. In-groups consist of individuals who share a common identity, such as 

a university affiliation or religion. Out-groups consist of individuals that a person lacks 

identification with and does not share similar views with. As a result, people tend to dislike 

individuals who do not belong to their group. Previous research has established that when 

bystanders recognized a victim who was physically abused as a fellow classmate, so a 

member of the in-group, bystanders were more inclined to support the victim (Levine et al., 

2002).  

 Although existing research has individually examined the influence of anonymity and 

group membership on bystander behavior, these factors have not yet been combined with each 

other within the research field of online hate speech. While research suggests that bystanders 

find it easier to empathize with identifiable victims than anonymous victims (Small & 

Loewenstein, 2003), it is expected that when the anonymous victim is perceived to be part of 

the same social group as the bystander, bystanders’ intention to help the victim will be 
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stronger than when the victim is identifiable and part of the in-group. This expectation is 

based on the findings of the Social Identification Model of Deindividuation Effects (SIDE), 

which argues that anonymity conceals personal characteristics causing bystanders to perceive 

fewer differences between themselves and the victim (Lea & Spears, 1992). As a result, 

bystanders may experience a stronger sense of similarity with the victim than when the victim 

is identifiable. This perceived similarity plays an important role in the behavior of bystanders 

(Postmes et al., 2001).  

 Understanding the relationship between the factors level of anonymity and social 

group membership can provide new insights into why some bystanders intervene in situations 

of online hate speech while others do not. This study aims to investigate how these factors 

influence bystanders’ attitudes towards helping the victim and bystanders’ intention to 

intervene in situations of online hate speech, to contribute to research aimed at minimizing or 

preventing the occurrence of hate speech online. Therefore, the following research question is 

formulated:  

RQ: How does the level of victim anonymity (anonymous vs. identifiable) influence 

the attitude and intention of bystanders between the ages of 18 and 25 years old to help 

a victim in situations of hate speech online, and how does this attitude and intention 

vary based on bystanders’ perception of the social group to which the victim belongs?  
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Theoretical framework 

Online hate speech 

  The purpose of online hate speech is to intentionally cause harm to the victim (Sellars, 

2016). Online hate speech is usually communicated via social media, environments such as 

online gaming, or other mediated channels of communication (Corazza et al., 2020), and can 

be communicated using, for example, memes, videos, or text (Schmid et al., 2022). Because 

the platforms through which online hate speech is communicated are usually public spaces, 

such as social media, online hate speech is public in nature (Sellars, 2016). As a result, one 

single incident of online hate speech can cause significant and immediate harm to the victim, 

as it can lead to repeated victimization of victims due to the large public reach on social 

media. This differentiates online hate speech from other types of insulting communication 

such as cyberbullying, as cyberbullying involves long-term exposure to a recurring pattern of 

bullying behavior (Tokunaga, 2010).  

  Another characteristic that differentiates online hate speech from cyberbullying is that 

online hate speech is targeted at a group or an individual who is perceived as someone who 

represents that group (Sellars, 2016). Therefore, unlike cyberbullying, online hate speech is 

characterized by the purpose of humiliating individuals based on their membership to a 

certain social, religious, or racial group (Keipi et al., 2017). Thus, online hate speech targets 

victims based on the social identity of the victim (Major & O’Brien, 2005). As a consequence, 

research finds that being a victim of online hate speech cannot only lead victims to question 

their own self-worth but also their value of belonging to a certain social group (Costello et al., 

2019).  

  Social media is considered to encourage the spread of hate speech for numerous 

reasons. Firstly, the immediate and rapid nature of social media causes users to impulsively 

comment hate (Brown, 2017). Second, the social media features that allow users to share 
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content with just one click, such as ‘retweet or ‘share’, facilitate the fast spread of online hate 

speech to a large audience of people, which can lead to repeated victimization (Benigni et al., 

2017). Third, in an online environment, negative information disseminates more rapidly than 

positive information. The findings of Tsugawa and Ohsaki (2015) revealed that negative 

information is 1.2-1.6 times more reposted than positive information and that negative 

information is 1.25 times quicker disseminated. Lastly, social media offers users the ability to 

be anonymous, which can cause users to say things they would not say in real life because 

they feel like they can express themselves more freely (Suler, 2004).  

The role of bystanders in online hate speech 

  Research on hate speech reports that bystanders play a pivotal role in the bullying 

process (Obermaier et al., 2023). This is because bystanders can have a significant influence 

on the severity of the bullying and the effect of the bullying on the victim by taking on 

various roles (Tsang et al., 2011). These various roles are: supporting the bully, doing nothing, 

or helping the victim (Salmivalli et al., 1996). When bystanders support the bully, by helping 

the bully or showing the bully that they accept the behavior, they praise the bully for his or 

her actions, which influences the bully to become more violent and perform the behavior 

more frequently (Salmivalli, 2010). In addition, doing nothing can also lead the bully to 

believe that the bystander accepts the behavior (Salmivalli et al., 1996). In contrast, 

bystanders can also choose to engage in positive bystander behavior by choosing to defend 

the victim. When bystanders decide to defend the victim, they jeopardize the status of the 

bully and, as a result, the bully may make the decision to stop posting hateful comments 

(Hawkins et al., 2001).  

  Positive bystander intervention can be classified into two groups, namely active or 

passive intervention (Obermaier, 2022). Active intervention refers to bystanders taking the 

responsibility to support the victim upon themselves. Examples of active intervention on 
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social media are confronting the bully or supporting the victim through private messages 

(Brody & Vangelisti, 2015). On the other hand, passive intervention refers to bystanders 

reaching out to other people to deal with the situation. Examples of passive intervention are 

flagging a post as inappropriate to bring it to the moderator’s attention or reporting accounts 

(Crawford & Gillespie, 2014). Research shows that active interventions, specifically messages 

from bystanders including moral support, are the most helpful for victims (High & Young, 

2018). However, less substantial actions such as liking a post of the victim are also considered 

to be an effective intervention, because by liking a victim’s post bystanders can signal moral 

support to the victim (Ellison et al., 2014).  

  In order to explain when bystanders decide to intervene in situations of online hate 

speech, the bystander intervention model of Latané and Darley (1970) can be used. According 

to this model, bystanders are more likely to intervene in situations of hate speech when they 

recognize a situation as critical, perceive the situation as dangerous and threatening for the 

victim, believe that they are responsible for helping the victim, and eventually decide to 

support the victim (Obermaier et al., 2023). In the literature, it has been found that bystanders 

believe that they are responsible to help the victim and, as a result, reported a higher 

willingness to help the victim when there is a limited amount of other bystanders nearby who 

are able to help the victim (Obermaier et al., 2016).  

  In addition, researchers have looked into several other individual, situational, and 

contextual factors that increase bystanders’ intention to intervene in situations of online hate 

speech. For example, a lower risk of danger for the bystander can motivate bystanders to help 

victims (Rovira et al., 2021). Furthermore, on an individual level, confidence in one’s abilities 

(DeSmet et al., 2014), empathy (Abbott & Cameron, 2014), and self-control (Erreygers et al., 

2016) have been found to increase bystander intervention. Additionally, Kunst et al. (2021) 

showed that solidarity norms, an individual’s belief that people who are good care for the 
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well-being of other people, encourage positive bystander behavior. Lastly, experiences with 

prior victimization (Cascardi et al., 2018) and low moral disengagement attitudes, such as not 

blaming or dehumanizing the victim (DeSmet et al., 2014), have been found to positively 

influence bystanders’ intention to intervene. 

Anonymous vs. identifiable victims on social media  

  Another factor that can influence bystanders’ willingness to intervene is the degree to 

which the victim is visible on social media (Schacter et al., 2016). Social media offers users 

the ability to experiment with different levels of visibility (Aizenkot, 2020). Users can choose 

to share their identity through their profile or they can choose to remain anonymous. 

Anonymity relates to the extent to which victims can conceal their identity from others 

(Brody & Vangelisti, 2015). According to Kogut and Ritov (2005), the anonymity of the 

victim makes it hard for bystanders to visualize the victim experiencing pain. This can lead to 

decreased feelings of compassion for the victim, as bystanders cannot engage in perspective-

taking behavior. In addition, the anonymity of the victim can cause bystanders to perceive the 

victim as less human, which, as a result, may lead bystanders to perceive the victim as less 

affected by the hate speech (Yam & Reynolds, 2014). Therefore, the choice to remain 

anonymous as a victim can lead bystanders to take incidents of hate speech less seriously.  

  These findings align with the identifiable victim effect, which suggests that people are 

willing to offer more support to identifiable victims compared to unidentifiable victims (Jenni 

& Loewenstein, 1997). Jenni and Loewenstein (1997) explained that identifiable victims are 

more vivid than unidentifiable victims. Vividness entails that details about the victim in the 

newspaper or on television, such as pictures, a name, or other personal information, are 

provided. Seeing a person’s name, picture or other personal information can humanize them 

which can induce empathetic feelings (Xu & Lombard, 2017). Additionally, these vivid details 

can cause people to feel a sense of familiarity with the victim, which may increase the 
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perceived importance of taking action to help the victim. As stated by Schelling (1968, as 

cited in Jenni & Loewenstein, 1997), the more people know about a person, the more people 

care about the person. So, specific and graphic information about the identity of a victim 

rather than unidentifiable information has more influence on people’s behavior (Zhao et al., 

2024). Therefore, in the context of online hate speech, bystanders may be more likely to help 

victims when they are identifiable rather than when they are anonymous. 

  Two processes may explain why people are less likely to help an anonymous victim. 

First, bystanders may feel less socially attracted to anonymous victims than identifiable 

victims. Social attraction refers to the degree to which an individual likes another individual 

and perceives the other individual as a potential friend (McCroskey & McCain, 1974). 

Previous research has found that when a victim can be personally identified, rather than when 

a victim lacks identifiable features, bystanders are more likely to have a positive feeling of 

liking towards the victim (Sassenberg & Postmes, 2002). This attraction, in turn, can lead to 

bystanders feeling more compassion for the victim (Hill & Courtright, 1981) and even an 

increased motivation to provide support (Graf & Riddell, 1972). According to research, the 

attraction towards another individual can be caused by feelings of familiarity (Moreland & 

Zajonc, 1982). As previously stated, it is easier for bystanders to perceive a sense of 

familiarity with identifiable victims as the identifiable cues, such as a human-like profile 

picture, can remind the bystanders of people that they know (Jenni & Loewenstein, 1997). 

Therefore, it is expected that bystanders are more inclined to like identifiable victims, 

compared to anonymous victims.  

  Second, social presence may explain why bystanders are less likely to help anonymous 

victims than identifiable victims. Social presence is defined by Short et al. (1976) as the 

degree to which people are aware of the presence of the other person in an online 

environment, and the degree to which the other person is recognized as a real person. As 
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identifiable victims share personal information on their social media profile, they are more 

likely to be perceived as a real person (Jones, 1991). In addition, the ability to see a human-

like profile photo may reduce the feeling of psychological distance between the bystander and 

the victim, as being able to create a visual perception of the victim can increase the perception 

of closeness (Rim et al., 2014). Indeed, several studies show that people who use a human-

like profile photo on their social media account, increase the feeling of social presence in an 

online environment (Newberry, 2001; Xu, 2014). This can result in bystanders feeling more 

emotionally connected to the victim, which makes them more likely to help the victim (Xu & 

Lombard, 2017). So, using identifiable human-like cues can lead bystanders to feel 

psychologically closer to the victim and perceive the victim as more ‘real’ (Lesner & 

Rasmussen, 2014), which can increase bystanders’ feelings of responsibility to intervene 

(Jones, 1991).  

  Based on these findings, it is expected that when a victim of online hate speech is 

anonymous compared to identifiable, bystanders may feel less attracted to the victim and 

perceive the victim as less socially present, resulting in bystanders being more likely to ignore 

the bullying situation. Therefore, the following hypothesis is formulated:  

H1: When the victim is anonymous, bystanders feel (a) less attracted to the victim and 

(b) less social presence, resulting in a less favorable attitude of bystanders towards 

helping the victim and a reduced intention to help the victim, compared to when the 

victim is identifiable.  

 

Social group membership and bystander intervention 

  As a species, humans have a natural tendency to form and identify with various groups 

(Rusch, 2014). The social identity theory by Tajfel and Turner (1979, as cited in Everett et al., 

2015) suggests that when individuals perceive themselves to be part of a certain group, they 



15 
 

are likely to identify themselves in a way that aligns with the identity of the group. As a result, 

individuals experience a sense of a shared identity with other members of the group (Ellemers 

et al., 2002). Social groups can be formed based on various criteria, such as nationality, 

ethnicity, or religion (Everett et al., 2015). Following the process of individuals categorizing 

themselves into groups and identifying with this group, they start to compare their own group 

to other groups (Hornsey, 2008). The group that consists of members with whom an 

individual shares similar interests, is called the in-group. On the other hand, the out-group 

consists of people an individual does not identify and share similar interests with. So, people 

tend to view their own group positively by making comparisons with other groups and view 

them negatively. As a result, people are likely to treat in-group members in a more favorable 

way than out-group members (Everett et al., 2015).  

  Research on bystander behavior shows that shared group membership between a 

bystander and a victim can influence bystanders’ behavior (DeSmet et al., 2014). For 

example, research by Levine et al. (2005) found that bystanders are more likely to support an 

injured victim who is perceived to be a fan of the same football team (in-group) rather than a 

different football team (out-group). So, categorizing a victim as a member of the in-group and 

perceiving the victim to be endangered induces prosocial behavior (Dovidio et al., 1997; 

Penner et al., 2005). More specifically, the perception of belonging to the same social group 

which fosters the feeling of a shared identity, can result in increased feelings of empathy and 

concern for the welfare of the members of that group (Miyazono & Inarimori, 2021). 

Moreover, research shows that higher levels compared to lower levels of identification with a 

group increases the feeling of connection with the members of that group (Doosje et al., 1995) 

and, as a result, increases the likelihood of supporting these members (Ellemers et al., 1997). 

Therefore, the following hypothesis is proposed:  
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H2: Bystanders are more likely to identify with a victim of online hate speech who 

belongs to the in-group compared to the out-group and, as a result, have a greater 

intention to help the victim of the in-group and a more favorable attitude towards 

helping the victim.  

 

Anonymous vs. identifiable victims and social group membership  

  Although bystanders might be more likely to help victims who are identifiable rather 

than anonymous, it is unclear whether this intention to help the victim changes when the 

bystanders perceive the victim as belonging to the in-group compared to the out-group. While 

this study expects that bystanders are more likely to help identifiable victims than anonymous 

victims, it is expected that when the anonymous victim is perceived to be part of the in-group 

the intention of bystanders to help the victim will be stronger than when the victim is 

identifiable and part of the in-group. This can be explained by the Social Identification Model 

of Deindividuation Effects (SIDE). The SIDE model explains how online users overestimate 

similarity in an anonymous context as anonymity conceals personal characteristics and 

thereby interpersonal differences (Lea & Spears, 1992). As a result, in these anonymous 

circumstances, users can feel more equal and connected to each other than would have been 

the case if the users were identified (Lea et al., 2001).  

  The process of a reduced attention to interpersonal differences and an increased 

attention towards a shared identity is called ‘depersonalization’ (Kim & Park, 2011). When 

bystanders have limited information about the anonymous victim, any cue present can become 

important in shaping a perception of the victim. For example, if solely information such as 

ethnicity is provided without any other personal information, bystanders might view the 

victim as a prototypical group member (Postmes et al., 1998). When the victim’s only 

available cue, such as ethnicity, resembles the ethnicity of the bystander, it implies they share 
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a social identity (Turner 1984, as cited in Kim & Park, 2011). This feeling of a shared identity 

increases a sense of connection (Kim & Park, 2011). On the contrary, when a victim is 

identifiable, more personal information is displayed, which increases the chance of bystanders 

perceiving differences between themselves and the victim. These perceived differences 

interfere with the process of identification (Lee & Nass, 2002). Therefore, following the SIDE 

model, the subsequent hypothesis is formulated:    

H3: Bystanders have a more favorable attitude towards helping a victim and are more 

likely to help a victim when the victim is anonymous and part of the in-group, 

compared to when the victim is identifiable and part of the in-group.  

 

Figure 1 
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Methodology 

 

Participants  

  This study concerns a quantitative research in which participants completed an online 

questionnaire via the platform Qualtrics. Since, as indicated in the introduction, young adults 

often encounter hate speech online and even experience being a victim of online hate speech 

themselves (Keipi et al., 2017), participants had to be between the ages of 18 and 25 years 

old. The participants were recruited through convenience sampling using the social network 

of the researcher. All participants needed to have the Dutch nationality and had to be students 

from Tilburg University, as this was used to manipulate shared identity. In total, the 

questionnaire was completed by 222 participants. 62 participants were removed from the 

sample as they did not meet the age requirements, refused to give informed consent, did not 

study at Tilburg University, or did not finish the questionnaire. In the end, the data analysis 

included a final sample of 160 participants. The mean age of the participants was 22.6 years 

(SD = 1.37). Of all the participants, 71.9% were female and 28.1% were male. In addition, the 

highest level of education completed or the current education reported by the participants was 

1.3% high school, 11.3% HBO bachelor’s degree, 1.3% HBO master’s degree, 25.6% WO 

bachelor’s degree, 60% WO master’s degree, and 0.6% selected the response option ‘other’.  

Design 

  To study the research question, an experimental, between-subject design was used. As 

shown in Table 1, this study included a 2 x 2 factorial design, with level of anonymity 

(anonymous vs. identifiable) and social group membership (in-group vs. out-group) as 

independent variables. The dependent variables were the behavioral intention of the 

bystanders to help the victim targeted by online hate (Obermaier, 2022) and the attitude of the 

bystanders towards helping the victim (Webb et al., 2000). The mediating variables in this 
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study were social presence (Weidlich et al., 2018), social attraction (McCroskey & McCain, 

1974), and group identification (Doosje et al., 1995).  

Table 1  

2 x 2 Factorial design 

 

  Level of anonymity 

  Anonymous Identifiable 

Social group membership In-group Online bystander 

intervention & 

attitude towards 

helping the victim 

Online bystander 

intervention & attitude 

towards helping the 

victim 

Out-group Online bystander 

intervention & 

attitude towards 

helping the victim 

Online bystander 

intervention & attitude 

towards helping the 

victim 

 

Manipulations   

  In order to evaluate whether the participants actually perceived the online hate speech 

comment as hate, a pretest was performed. Four different hate speech comments were created 

by using a hate speech dataset from Röttger et al. (2021) and were shown to four different 

individuals who did not participate in this study. The individuals were asked to rank the four 

various hate comments from least hateful to most hateful. Based on this, the most hateful 

comment was chosen for this study.  

  As hate speech is defined as attacking an individual or a group of individuals based on 

group characteristics such as nationality (Castaño-Pulgarín et al., 2021), the hate speech 

comment in this study was targeted towards Dutch people. The message of the hate speech 

comment was informal (e.g., hashtags, exclamation marks), to create a realistic rather than a 
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scripted hate comment. The experimental stimuli consisted of screenshots of Facebook posts 

that were created via the website zeoob.com (Zeoob, 2022) (see Appendix A). Participants in 

all conditions were exposed to the same hate speech comment (see Table 2).  

Table 2 

Hate speech incident on social media 

Social media post victim 

Had a great discovery at the market today! I was able to score a nice bag at a bargain price 

by negotiating cleverly. Who said negotiating was out of style?? #bargainhunting 

#smartshopping #winning 

Online hate speech message 

Typical Dutch People, always only concerned with money! Why am I not surprised that the 

Dutch are showing their greedy side again? I’d rather die than ever be friends with a Dutch 

person. It’s really f*king pathetic to take money from people selling stuff on the market 

who already have so little to survive. You guys are f*king scum. 

 

  The level of anonymity of the victim on social media was manipulated by altering the 

profile photo and the name of the victim. In the anonymous condition, the social media profile 

of the victim was paired with a non-human-like profile photo, namely a default photo 

outlining the shape of a head in grey colors. In addition, in the anonymous condition, a non-

human-like name was used (see Figure 2). In the identifiable condition, the social media 

profile of the victim was paired with a human-like name and a human-like profile photo (see 

Figure 3). The identifiable social media profile that was shown depicted either a male or 

female victim, depending on the gender reported by the participants in the survey. This was 

done to ensure that the group characteristic ‘gender’ did not interfere with the group 

characteristic ‘university affiliation’.  



21 
 

Figure 2  

Anonymous profile of the victim on Facebook 

 

 

 

 

 

Note. The anonymous profile photo was collected from the website Adobe Stock.  

 

Figure 3 

Identifiable profile of the in-group victims on Facebook 

 

 

 

 

 

Note. The identifiable profile photos were collected from the website Pexels.  

  Furthermore, to manipulate social group membership, the university affiliation of the 

victim was altered. University affiliation served as a suitable measure of social identification 

since all participants were Tilburg University students. Therefore, the experimental stimuli 

consisted of two distinct social groups based on university affiliation, namely Tilburg 



22 
 

University as the in-group, and University of Twente as the out-group. In the in-group 

condition, participants were exposed to a fictitious Facebook profile which displayed in the 

profile information that the victim went to school at Tilburg University. In addition, the 

Facebook profile contained cues to the university affiliation by changing the banner of the 

profile to an image of the Tilburg University campus. Conversely, in the out-group condition, 

the participants were exposed to a Facebook profile that contained personal information 

which displayed that the victim went to the University of Twente. In this condition, the banner 

of the profile was also altered, only now with an image of the campus of the University of 

Twente (see Appendix B).   

Procedure  

  Before the participants could begin with the questionnaire on Qualtrics, the 

participants received information about the study and were asked to read the informed 

consent. After the participants read and agreed with the informed consent, demographic 

questions were asked. The demographic questions involved questions about age, gender, 

nationality, level of education, and which college institution they were currently registered in. 

If the participants were not students at Tilburg University, the participants could not partake in 

the study and were redirected to the end of the questionnaire. The participants that were not 

Dutch or not between the ages of 18 and 25 years old, were manually deleted from the sample 

after the data collection.  

 After the demographic questions, the participants were randomly assigned to one of 

the four conditions. At first, the participants were exposed to a Facebook profile, from either 

an anonymous or identifiable victim, who studies at Tilburg University or the University of 

Twente. Thereafter, the participants were exposed to a Facebook post of the victim which 

received a hate speech comment. After the participants were exposed to the Facebook profile 

and post, the participants were asked to indicate to what extent they perceived the victim to be 
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visible and to what extent they identified with the victim’s social group (Tilburg University 

vs. Twente University), to check whether the anonymity and social group membership 

manipulations were successful. Subsequently, the participants were asked to assess to what 

degree they perceived the victim as ‘real’ and to what degree they ‘liked’ the victim by 

answering the statements of the social presence scale (Weidlich et al., 2018) and the social 

attraction scale (McCroskey & McCain, 1974). After the questions about social presence and 

social attraction, the participants were asked to indicate to what extent they identified with the 

victim displayed in the Facebook post. In the end, participants were asked to assess how likely 

they were to help the victim and to rate their attitude towards helping the victim.  

  Once the participants completed the survey, a debriefing was presented in which was 

explained that the study was about measuring whether bystanders of online hate speech are 

more likely to help a victim who is anonymous or identifiable, and if this intention to help 

varies based on whether the victim belongs to the same social group or a different social 

group as the bystander. Additionally, in the debriefing, the participants were reminded to not 

hesitate to contact the researcher for any further questions about the study. Altogether, the 

questionnaire took approximately five minutes to complete. 

Operationalization  

Independent variables  

  Social attraction. The social attraction between the bystander and the victim of online 

hate speech was measured by asking participants to answer three items. These items were 

obtained from the interpersonal attraction measurement by McCroskey and McCain (1974). 

The scale contained six items, however, three items were removed as these items were less 

applicable for this study. One of the items in the scale that was included in this study was 

reverse-coded: “He (she) just wouldn’t fit into my circle of friends”. However, for this 

research, the reverse-coded item was rephrased using positive wording to make the item 
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congruent with the other items on the scale. All the scales in this study are measured on a 7-

point Likert scale ranging from strongly disagree (1) to strongly agree (7). The reliability of 

the scale was good, Cronbach’s α = .87 (M = 3.96, SD = 1.19). The items of all the scales 

from this study can be found in Appendix C.  

  Social presence. Social presence was measured using six items based on a scale by 

Weidlich et al. (2018). This scale measures the extent to which participants perceive others in 

an online environment as ‘real’ and ‘nearby’. The scale originally consisted of ten items, 

however, four items were not included in this study because when they were translated from 

English to Dutch, they resulted in similar translations as some of the included items. An 

example of an included item is: “I can form clear impressions of the victim”. The reliability of 

the scale was good, Cronbach’s α = .93 (M = 3.67, SD = 1.45).  

 Group identification. To measure the extent to which the participants identified with 

the victim of online hate speech, the group identification scale was used (Doosje et al., 1995). 

This scale consists of four items and an example of one of the items is: “I feel strong ties with 

the victim”. One additional item was added to this scale to capture the group-level 

identification with the victim to a greater degree (“The victim and I belong to the same social 

group”). The scale demonstrated good reliability, Cronbach’s α = .93 (M = 3.28, SD = 1.41).  

Dependent variables  

  Online bystander intervention. The dependent variable ‘online bystander 

intervention’ was measured using a scale from Obermaier (2022). One of the items of the 

originally ten-item scale by Obermaier (2022) was excluded from this study because when 

translated to Dutch, it resulted in the same translation as one of the included items. Results 

from a factor analysis showed that the scale consisted of two separate dimensions, namely: 

passive intervention (items 1-3) (e.g., “I would flag the statements in a comment as ‘hate 

speech”) and active intervention (items 4-9) (e.g., “I would support the victim in a private 
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message”). The two factors explained 25.3% and 43.7% of variance. Although item 3 loaded 

slightly higher on the factor active intervention, this study decided to include it in the factor 

passive intervention as it made more conceptual sense. The factor loadings can be found in 

Appendix D. The separate dimensions that formed the bystander intervention scale had good 

reliability: passive intervention α = .75 (M = 4.21, SD = 1.51) and active intervention α = .89 

(M = 2.55, SD = 1.20).  

  Attitude towards helping others. The dependent variable ‘attitude towards helping 

others’ was measured using a scale from Webb et al. (2000). The attitude of bystanders 

towards helping the victim was measured with three items (e.g., “For me, helping the victim is 

important”). The reliability of the scale was good, Cronbach’s α = .74 (M = 4.72, SD = 1.08).  

Manipulation check  

  Level of anonymity. A manipulation check was used to ensure that the participants 

accurately perceived the anonymous victim as anonymous and not identifiable. To check 

whether the manipulation of anonymity was successful, three items were presented to the 

participants (e.g., “The victim was identifiable to me”). The reliability of the manipulation 

check was good, Cronbach’s α = .92 (M = 4.43, SD = 1.53). 

  Group identification. To check whether the participants identified with the in-group 

(Tilburg University) as opposed to the out-group (University of Twente), the participants were 

asked to rate how strongly they agreed with each item on the group identification scale of 

Brown et al. (1986). Five items of the originally ten-item scale were excluded as they were 

reverse-coded. The reverse-coded items were excluded to maintain consistency and to make it 

easier for participants to interpret the items. As a result, five items remained (e.g., “I am a 

person who identifies with Tilburg University”). Participants in the in-group condition were 

exposed to the group identification scale containing items related to identification with 

Tilburg University, and participants in the out-group condition were exposed to the group 
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identification scale containing items about identification with the University of Twente. Both 

scales had good reliability: identification with Tilburg University α = .91 (M = 5.27, SD = 

1.13) and identification with the University of Twente α = .82 (M = 1.62, SD = 0.72).   
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Results  

  A Shapiro-Wilk test of normality was performed to discover whether the variables 

were normally distributed. The results showed that the distribution for all the variables 

departed from normality (p < .05). Based on this outcome, bootstrapping was used for the 

mediation analysis to acquire 95% confidence intervals. The interval was based on 1000 

bootstrapped samples. While the individual variables were not normally distributed, the 

Shapiro-Wilk normality test of the MANOVA yielded a non-significant result (W = .99, p = 

.078), indicating that the assumption of normality was met for the MANOVA analysis.  

Manipulation check  

  To discover whether the manipulations of anonymity and group identification were 

successful, an independent t-test was performed. The t-test revealed that participants 

perceived the anonymous victim (M = 3.39, SD = 1.40) as significantly different from the 

identifiable victim (M = 5.39, SD = 0.90), t(127) = -10.7, p < .001. Additionally, to test the 

manipulation of group identification the scores of the scale including items about the in-group 

and the scores of the scale including items about the out-group were combined into one 

variable. The t-test revealed that participants reported higher levels of identification with 

Tilburg University (M = 5.40, SD = 1.13) than the University of Twente (M = 1.40, SD = 

0.72), t(131) = -24.3, p < .001. Thus, the manipulation of both anonymity and group 

identification was successful.   

Test of hypotheses  

  In order to test the first hypothesis and the second hypothesis, a mediation analysis 

was performed. The mediation analysis was conducted in Jamovi using the MedMod module.  

Additionally, a Multivariate Analysis of Variance (MANOVA) was conducted to examine the 

main effects of the independent variables on the dependent variables and the interaction 

effects. Level of anonymity (anonymous vs. identifiable) and social group membership (in-



28 
 

group vs. out-group) were inserted as the independent variables (IV), and bystanders’ 

intention to intervene using passive or active interventions and bystanders’ attitude towards 

helping the victim were inserted as the dependent variables (DV). Furthermore, social 

attraction, social presence, and group identification were included as the mediating variables 

(MV) in the MedMod model.  

Hypothesis 1 

 The first hypothesis predicted that when a victim of online hate speech is anonymous, 

bystanders feel (a) less attracted to the victim and (b) less social presence, resulting in a less 

favorable attitude towards helping the victim and a reduced likelihood of bystanders’ intention 

to help the victim, compared to when the victim is identifiable. The results of the MANOVA 

revealed that there was no main effect of level of anonymity on both the passive (F(1,156) = 

0.67, p = .413, 𝜂𝑝
2 = .004) and active interventions to help the victim (F(1,156) = 0.00, p = 

.976, 𝜂𝑝
2   = .000), as well as the attitude towards helping the victim (F(1,156) = 0.03, p = .866, 

𝜂𝑝
2   = .000).  

  When analyzing the indirect effects, the results of the mediation analysis revealed that 

social attraction does significantly mediate the relationship between the level of anonymity of 

the victim and the attitude towards helping the victim ( = .13, 95% CI [0.09, 0.52], z = 2.82, 

p = .005). Level of anonymity positively affects social attraction ( = .43, 95% CI [0.69, 

1.37], z = 6.03, p < .001), and social attraction, in turn, positively affects attitude towards 

helping the victim ( = .30, 95% CI [0.08, 0.46], z = 3.19, p = .001). This finding indicates 

that bystanders are more likely to feel attracted to identifiable victims than anonymous 

victims and, as a consequence, have a more favorable attitude towards helping the victim. 

However, the results revealed that social attraction did not significantly mediate the 

relationship between level of anonymity and both the passive ( = .04, 95% CI [-0.14, 0.44], z 

= 1.07, p = .286) and active interventions to support the victim ( = .05, 95% CI [-0.07, 0.34], 
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z = 1.13, p = .260). 

  Additionally, the results of the mediation analysis revealed that social presence does 

not significantly mediate the relationship between level of anonymity and both the passive ( 

= .08, 95% CI [-0.20, 0.66], z = 1.31, p = .190) and active interventions to help the victim ( = 

.08, 95% CI [-0.10, 0.50], z = 1.31, p = .190), as well as the attitude towards helping the 

victim ( = -.06, 95% CI [-0.40, 0.16], z = -1.00, p = .320). Furthermore, no significant effect 

was found of social presence on the dependent variables passive ( = .14, 95% CI [-0.12, 

0.38], z = 1.33, p = .185) and active interventions to help the victim ( = .14, 95% CI [-0.06, 

0.29], z = 1.32, p = .185), and the attitude towards helping the victim ( = -.10, 95% CI [-

0.22, 0.10], z = -1.00, p = .317). However, the results showed a significant effect of the 

independent variable level of anonymity on the mediating variable social presence ( = .58, 

95% CI [1.28, 2.00], z = 8.92, p < .001). This finding indicates that the feeling of social 

presence increases when the victim is identifiable compared to anonymous.  

  Taken together, these findings show that solely social attraction acts as a mediator, and 

exclusively for the dependent variable attitude towards helping the victim. Therefore, the first 

hypothesis can only be partially supported. See Table 3 for the descriptive statistics of the 

mediating variables.  

Hypothesis 2  

  The second hypothesis predicted that bystanders are more likely to identify with a 

victim of online hate speech who belongs to the in-group compared to the out-group and, as a 

result, have a greater intention to help the victim of the in-group and a more favorable attitude 

towards helping the victim. The results of the MANOVA revealed that there was no main 

effect of social group membership on both the passive (F(1,156) = 2.90, p = .090, 𝜂𝑝
2 = .018) 

and active interventions to help the victim (F(1,156) = 1.11, p = .295, 𝜂𝑝
2   = .007), and the 

attitude towards helping the victim (F(1,156) = 2.15, p = .144, 𝜂𝑝
2 = .014). 
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 In addition, the mediation analysis revealed that group identification did not 

significantly mediate the relationship between social group membership and both the passive 

( = .03, 95% CI [0.01, 0.31], z = 1.57, p = .116) and active interventions to help the victim ( 

= .05, 95% CI [0.00, 0.32], z = 1.73, p = .084), and the attitude towards helping the victim ( 

= .04, 95% CI [-0.00, 0.23], z = 1.66, p = .097). Additionally, the independent variable social 

group membership does not have a significant effect on the mediating variable group 

identification ( = .15, 95% CI [-0.02, 0.87], z = 1.87, p = .062). Therefore, it can be 

concluded that the second hypothesis is rejected. Nevertheless, the results did find a 

significant effect of the mediating variable group identification on the dependent variables 

attitude towards helping the victim ( = .28, 95% CI [0.10, 0.33], z = 3.63, p < .001) and the 

intention to help the victim through passive ( = .22, 95% CI [0.07, 0.42], z = 2.90, p = .004) 

and active interventions ( = .34, 95% CI [0.17, 0.43], z = 4.51, p < .001), indicating that the 

more bystanders identify with a victim, the more they are inclined to help this victim.  
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Table 3 

Descriptive statistics of the mediating variables  

 Social group 

membership 

Level of anonymity Mean Std. Deviation N 

Social attraction Out-group   Anonymous 3.31 1.153 38 

  Identifiable 4.49 1.035 43 

In-group Anonymous 3.55 0.938 39 

 Identifiable 4.42 1.198   40 

Social presence Out-group Anonymous 2.76 1.344 38 

  Identifiable 4.55 1.012 43 

In-group Anonymous 2.85 1.135 39 

 Identifiable 4.38 1.273 40 

Group identification Out-group Anonymous 2.39 1.249 38 

 Identifiable  3.69 1.254 43 

In-group Anonymous 3.26 1.218 39 

 Identifiable 3.71 1.512 40 

 

Hypothesis 3 

  To test the third hypothesis, a MANOVA was conducted. The third hypothesis 

predicted that bystanders have a more favorable attitude towards helping a victim and are 

more likely to help a victim when the victim is anonymous and part of the in-group, compared 

to when the victim is identifiable and part of the in-group. The descriptive statistics of all the 

conditions can be found in Table 4.  

 The univariate tests revealed that the interaction effect between the independent 

variables level of anonymity and social group membership was not significant for both the 

passive (F(1,156) = 1.21, p = .273, 𝜂𝑝
2   = .008) and active interventions of bystanders to help 

the victim (F(1,156) = 1.56, p = .213, 𝜂𝑝
2 = .010). Additionally, the interaction effect between 

the independent variables on the dependent variable attitude towards helping the victim was 

also found to be non-significant (F(1,156) = 0.02, p = .895, 𝜂𝑝
2   = .000). Therefore, it can be 



32 
 

concluded that social group membership does not influence the effect of anonymity or 

identifiability on helping intentions, indicating that the third hypothesis is rejected.   

 

Table 4  

Descriptive statistics of the MANOVA 

 Social group 

membership 

Level of anonymity Mean Std. Deviation N 

Indirect intervention Out-group   Anonymous 3.96 1.466 38 

  Identifiable 4.04 1.462 43 

In-group Anonymous 4.64 1.454 39 

 Identifiable 4.19 1.621 40 

Direct intervention Out-group Anonymous 2.32 1.003 38 

  Identifiable 2.56 1.060 43 

In-group Anonymous 2.77 1.435 39 

 Identifiable 2.53 1.249 40 

Attitude towards 

helping the victim 

Out-group Anonymous 4.57 0.907 38 

 Identifiable  4.63 0.921 43 

In-group Anonymous 4.85 1.353 39 

 Identifiable 4.86 1.119 40 
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Discussion  

  The goal of this study was to investigate whether the level of anonymity of the victim  

(anonymous vs. identifiable) influences the attitude and intention of bystanders between the 

ages of 18 and 25 years to help the victim of online hate speech. Additionally, this study 

investigated whether the attitude and intention of bystanders to help the anonymous or 

identifiable victim varied based on bystanders’ perception of the social group (in-group vs. 

out-group) to which the victim belonged. Using an experiment, three hypotheses were tested. 

In the next paragraphs, the three hypotheses will be discussed in light of the research findings.  

  The first hypothesis predicted that when a victim is anonymous, bystanders feel (a) 

less attracted to the victim and (b) less social presence, resulting in a less favorable attitude 

towards helping the victim and a reduced intention to help the victim, compared to when the 

victim is identifiable. We found that social attraction, but not social presence mediated the 

relationship between the level of anonymity of the victim and bystanders’ attitude towards 

helping the victim. This finding is consistent with that of Sassenberg and Postmes (2002) who 

found that people are more likely to feel attracted to a person who can be personally 

identified. A possible explanation behind this is that the use of identifiable cues, such as using 

a human-like profile photo and name on social media, can remind the bystanders of people 

that they know (Jenni & Loewenstein, 1997). This perceived familiarity, in consequence, can 

cause bystanders to have a more favorable attitude towards supporting the victim.  

  While the results showed a significant effect on bystanders’ attitude towards helping 

the victim, no significant effect was found on their intention to help the victim. The results 

indicate that when a victim is identifiable, bystanders are more inclined to like the victim. 

Subsequently, when bystanders like a victim, bystanders are more likely to have a positive 

attitude towards helping that victim. However, liking a victim is seemingly not enough to 

provide actual support. This can be explained by the possibility that attitudes are more 
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susceptible to changes in the level of victim anonymity through the mediator social attraction 

than behavioral intentions. Therefore, although bystanders’ attitudes may be positive, it does 

not automatically lead to increased intentions to help, as behavioral intentions are complex 

and influenced by various factors (Ajzen, 1991).  

 Furthermore, the results of the first hypothesis did not show a significant mediation 

effect of social presence on the relationship between the level of anonymity of the victim and 

bystanders’ attitude and intention towards helping the victim. Since the results show that 

social presence and social attraction do not mediate the relationship between the level of 

anonymity of the victim and the actual intention of bystanders to provide support, other 

factors might be at play. For example, Zhao et al. (2024) found that people are more likely to 

support identifiable victims due to increased feelings of empathy. Nevertheless, the results did 

reveal a significant relationship between the independent variable level of anonymity and the 

mediating variable social presence. This finding indicates that bystanders are more aware of 

the presence of the victim in an online environment and are more likely to perceive the victim 

as a real person when the victim is identifiable. These results reflect that of Newberry (2001) 

who also found that people who use identifiable cues on their social media profile such as a 

human-like profile photo or name, increase the perception of social presence.  

  Although the results revealed a significant relationship between the independent 

variable and the mediating variable, no significant relationship was found between the 

mediating variable social presence and the dependent variables. A possible explanation for 

this might be that according to Kreijns et al. (2020), social presence can be distinguished into 

two dimensions, namely awareness of others and the feeling of psychological closeness with 

others. However, in this study, social presence was measured as a unidimensional factor. It is 

possible that the dimension of psychological closeness might have a more pronounced effect 

on bystander intervention since research by Biocca et al. (2001) argues that the feeling of 
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psychological closeness is more important as it creates a stronger sense of social presence 

than the mere awareness of others. Therefore, measuring these dimensions separately might 

reveal significant results. 

 The second hypothesis predicted that bystanders are more likely to identify with a 

victim who belongs to the in-group compared to the out-group and, as a result, have a greater 

intention to help the victim of the in-group and a more favorable attitude towards helping the 

victim. However, the results only found a significant relationship between bystanders’ 

identification with the victim (mediating variable) and bystanders’ attitudes and intentions 

towards helping the victim (dependent variables). This indicates that the independent variable, 

the social group to which the victim belongs, does not influence bystanders’ identification 

with the victim and bystanders’ attitude and intention to provide support. A possible 

explanation for this might be that the participants identified with the victim not because the 

victim was a student at a specific University, but because the victim was Dutch. As a result, 

the participants might have reported to help the victim because they looked similar to the 

victim based on the Dutch nationality, irrespective of whether the victim belonged to the in-

group (Tilburg University) or the out-group (Twente University).  

  However, as mentioned, the results showed a significant relationship between the 

mediating variable and the dependent variable, indicating that when bystanders identify with 

the victim, they are more likely to help this victim. This finding aligns with those obtained by 

Doosje et al. (1995), who showed that greater feelings of similarity with a person and 

recognizing a person to be part of the same social category increases the feeling of 

connectedness with this person. This personal connection leads bystanders to experience more 

empathetic concern for the victim, which, as a consequence, evokes the motivation to engage 

in prosocial behavior (Ellemers et al., 1997).  

 The third hypothesis predicted that bystanders have a more favorable attitude towards 
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providing support and are more likely to provide support when the victim is anonymous and 

part of the in-group, compared to when the victim is identifiable and part of the in-group. 

However, the third hypothesis is not supported as the results were not significant. A possible 

explanation for this might be the lack of identification with the in-group. As can be seen in 

Table 4, the differences in helping intentions between in-group and out-group members are 

minimal, which can be attributed to bystanders having an insufficient connection with Tilburg 

University or bystanders not considerably disliking members of the University of Twente. 

Due to the absence of an in-group connection, bystanders may not have shown an increased 

intention to help anonymous victims of the in-group compared to identifiable victims of the 

in-group. 

Theoretical and practical implications 

  This study provides one of the first investigations into the influence of the level of 

anonymity of the victim of online hate speech (anonymous vs. identifiable) on bystanders’ 

attitudes towards helping the victim and their intention to help the victim. Additionally, this 

study is the first to investigate whether bystanders are more likely to help the anonymous or 

identifiable victim when they are perceived as belonging to the in-group, compared to the out-

group. Although the three hypotheses could not be fully supported, some significant 

relationships relating to the level of anonymity of the victims were found. Because online hate 

speech can also be targeted at a group of individuals rather than a specific individual, 

indicating that there is not always a clear victim, the relevance of investigating victim 

anonymity in the context of hate speech might be questioned. This research shows that it is 

relevant to focus on victim anonymity because the findings emphasize the importance of 

being identifiable as a victim on social media, as bystanders’ attitudes towards helping a 

victim are more favorable when the victim is identifiable rather than anonymous. This 

favorable attitude towards identifiable victims is caused by feelings of social attraction. 
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Therefore, social attraction is identified as an important factor in bystanders’ decision to 

provide support to victims. Thereby, this study contributes to research on the social factors 

that influence positive bystander behavior.  

  Based on these insights, victims can become aware of the fact that being anonymous 

on social media can cause bystanders to be less likely to intervene. This awareness is 

important, as victims can take measures, such as increasing their identifiability on social 

media, to protect themselves from the potential negative consequences of online hate speech. 

More specifically, interventions focused on increasing identifiability on social media can be 

effective in garnering support from bystanders and, in turn, research has found that 

bystanders’ support can reduce the suffering of victims, such as anxiety or depression (Wachs 

et al., 2022).   

Limitations and suggestions for future research  

  In addition to the theoretical and practical implications, this experimental study is also 

subject to some limitations. Firstly, in this study, the anonymity of the bystander was not 

manipulated. However, research investigating the SIDE model often consists of experiments 

in which both the victim and the bystander’s anonymity is manipulated. The SIDE model 

describes that due to the anonymous environment, bystanders are less aware of their identity 

and the identity of others (Postmes et al., 1998). As a result, people start to perceive 

themselves as a group rather than a unique individual. However, as it was not made clear to 

the bystanders in this study that they were anonymous, they maintained their awareness of 

their personal identity and may not have shifted their focus to the group identity. Without a 

focus on the group identity, bystanders may not have perceived themselves as belonging to a 

group and were, therefore, less likely to engage in prosocial behavior towards members of 

that group. For this reason, the effects of victim anonymity on bystanders’ intention to 

intervene may have been stronger when the bystanders themselves were also anonymous. 
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Therefore, a suggestion for future investigations is to manipulate the anonymity of both the 

victim and the bystander. 

  Although not significant, there is a trend of bystanders indicating a higher willingness 

to help anonymous victims who belong to the in-group, compared to identifiable victims who 

belong to the in-group (see Table 4). This observation is consistent with the findings of the 

SIDE model. The SIDE model argues that when a victim is anonymous little information 

about the victim is available, and when these few available cues of the victim’s identity imply 

that the victim and the bystander share a social identity, a strong connection will form (Turner 

1984, as cited in Kim & Park, 2011). Contrarily, when a victim is identifiable, it is easier to 

perceive interpersonal differences, which can make the bystanders feel less connected to the 

victim (Lee & Nass, 2002). Future research to validate these findings, that takes into account 

the manipulation of both bystander and victim anonymity, is therefore suggested.   

  The second limitation relates to the choice of the group to which the hate speech 

comment was directed. Given that this study focuses on social group membership, deliberate 

consideration was required to think about which social group would be the target of the hate 

speech comment. For example, the hate speech comment could not be targeted at Tilburg 

University students as the participants, who study at Tilburg University, might be likely to 

offer help not due to their connection with the victim but because they feel personally 

attacked. Additionally, the hate speech comment could not be targeted at a different 

nationality or a different age group as the participants, since the victims in the experiment 

displayed as the in-group then would become a member of the out-group. Therefore, in this 

study, it was decided to direct the hate speech comment towards Dutch people. However, 

since all participants were Dutch, the possibility remained that the participants felt personally 

attacked by the hate speech comment, which could have influenced their responses to the 

statements regarding their intention to intervene. 



39 
 

  The third limitation refers to the manipulation of the social groups. Although the 

findings of previous research show that people are more likely to help members of the in-

group compared to the out-group (Levine et al., 2002), this research has been unable to 

replicate this finding. This surprising result could be attributed to the in-group, Tilburg 

University, being too broad or bystanders perceiving the members of the University of Twente 

not enough as members of the out-group. Therefore, it is suggested that future studies make a 

clear distinction between in-group and out-group members. 

  The fourth limitation relates to the sample of this study. In this study, the participants 

were recruited through convenience sampling, which can lead to over- or underrepresentation 

of certain groups. This occurred in this study since 71.9% of the participants were female, 

while in the Dutch population, approximately 50.3% are female (Centraal Bureau voor de 

Statistiek, 2023). Therefore, the results cannot be generalized to the Dutch population. A 

representative sample is important, as research on bystander intervention showed that males 

are more likely to engage in active interventions and females more in passive interventions 

(Brewster & Tucker, 2015). Since mostly active interventions were measured in this study, 

lower helping scores were possibly observed as the sample consists mostly of women who are 

less likely to use this type of intervention. Thus, future research should consider using a 

purposive sampling method to ensure better generalization of the results.  

  Lastly, the fifth limitation refers to the use of only one hate speech comment in the 

experimental design. Various hate speech comments can elicit various emotions in bystanders 

(Obermaier et al., 2023). For this reason, the responses of the bystanders in this study may not 

be representative of all different forms of hate speech that can be seen on social media. 

Therefore, a suggestion for future research is to use a more advanced design by showing 

multiple hate speech comments to the participants.  
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Conclusion 

  The present study aimed to examine whether bystanders between the ages of 18 and 25 

years old are more likely to have a favorable attitude and an increased intention to help a 

victim of online hate speech when the victim is identifiable compared to anonymous. 

Additionally, the present study examined whether this attitude and intention to help an 

anonymous or identifiable victim varied based on the social group to which the victim 

belonged. The results of this study show that bystanders have a more favorable attitude 

towards helping a victim when the victim is identifiable rather than anonymous. This 

relationship was mediated by social attraction, indicating that bystanders are more likely to 

provide support to identifiable victims due to a higher degree of liking. However, since social 

attraction and social presence were not found to mediate the relationship between the level of 

anonymity of the victim and the actual helping intentions of bystanders, future research is 

needed to identify other mediating variables that cause bystanders to feel motivated to help 

identifiable victims. Lastly, although not significant, the results showed a trend of bystanders 

being more likely to help anonymous victims of the in-group compared to identifiable victims 

of the in-group. Therefore, future research should be carried out to better understand the 

relationship between the level of anonymity of the victim, their social group membership, and 

bystander intervention. The findings of this study add to the limited amount of research on 

victim anonymity, by providing insights into the factors that prompt bystanders to engage in 

positive bystander behavior. This offers victims knowledge of how to present themselves on 

social media to garner bystander support in situations of online hate speech.  
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Appendix A  

Experimental stimulus Facebook post 

 

Facebook post of female and male victim together with the hate speech comment  
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Appendix B 

Experimental stimulus Facebook profiles  

 

Figure B1 

Identifiable victim part of the in-group 

  

Note. The Facebook profile of the male victim of the in-group was displayed in a similar 

manner, but with a male profile photo. 

 

Figure B2 

 

Identifiable victim part of the out-group 

 

Note. The Facebook profile of the male victim of the out-group was displayed in a similar 

manner, but with a male profile photo. 
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Figure B3 

Anonymous victim part of the in-group 

 

 

 

 

 

 

 

 

Note. The Facebook profile of the anonymous victim part of the out-group was displayed in a 

similar manner, but with the University logo of Twente. 
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Appendix C 

Scales used in the questionnaire 

 

The following statement are included in the social attraction scale (McCroskey & McCain, 

1974):  

1. I think the victim could be a friend of mine. 

Ik denk dat het slachtoffer en ik vrienden zouden kunnen zijn. 

2. The victim just would fit into my circle of friends. 

Ik denk dat het slachtoffer goed in mijn vriendenkring zou passen. 

3. The victim would be pleasant to be with. 

Ik denk dat het slachtoffer aangenaam is om mee om te gaan. 

 

The following statement are included in the social presence scale (Weidlich et al., 2018):  

1. In this online environment, it feels as if I deal with a ‘real’ person and not with an 

abstract anonymous person. 

Het slachtoffer voelde voor mij als een ‘echt’ persoon. 

2. I can form clear impressions of the victim.  

Ik kon een duidelijke indruk vormen van het slachtoffer. 

3. The victim felt so ‘real’ that I almost believed that we were not virtual at all.  

Het slachtoffer voelde ‘echt’ voor mij. 

4. I imagine that I really can see the victim to be in front of me. 

Ik kon me voorstellen dat ik het slachtoffer voor me zag staan. 

5. It feels as if the victim and I are in close proximity. 

Het voelde alsof het slachtoffer en ik dicht bij elkaar waren. 
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6. I strongly feel the presence of the victim.  

Ik voelde sterk de aanwezigheid van het slachtoffer.  

 

The following statement are included in the group identification scale (Doosje et al., 1995):  

1. I identify with the victim. 

Ik identificeer mij met het slachtoffer.  

2. I see myself as the victim.  

Het slachtoffer lijkt op mij.  

3. I feel a connection with the victim.  

Ik voel een connectie met het slachtoffer.  

4. I feel strong ties with the victim.  

Ik voel mij verbonden met het slachtoffer. 

5. The victim and I belong to the same social group. 

Het slachtoffer en ik behoren tot dezelfde sociale groep. 

 

The following statement are included in the online bystander intervention scale (Obermaier, 

2022): 

Passive intervention: 

1. I would flag the statements in a comment as ‘hate speech’. 

Ik zou de uitspraken in de comment rapporteren als ‘haatspraak’.  

2. I would report the comment. 

Ik zou de comment rapporteren.  

3. I would like a comment that contradicted the utterances. 

Ik zou een comment ‘liken’ die de uitspraken van de pestkop tegenspreekt. 

Active intervention:  

1. I would write a comment that factually contradicted the statements. 

Ik zou een comment schrijven die feitelijk de uitspraken tegenspreekt. 
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2. I would refute the statements with facts. 

Ik zou de uitspraken van de pestkop weerleggen met feiten. 

3. I would write a comment that supported the victim. 

Ik zou een comment schrijven die het slachtoffer steunt. 

4. I would write a comment that insults the bully.  

Ik zou een comment schrijven die de pestkop beledigd. 

5. I would confront the bully in a private message. 

Ik zou de pestkop confronteren in een privébericht. 

6. I would support the victim in a private message. 

Ik zou het slachtoffer steunen in een privébericht.  

 

The following statement are included in the attitude towards helping others scale (Webb et al., 

2000): 

1. Helping the victim is a must. 

Het helpen van het slachtoffer is een must. 

2. For me, helping the victim is important. 

Voor mij is het helpen van het slachtoffer belangrijk. 

3. Victims who need help must be helped. 

Slachtoffers die hulp nodig hebben moeten geholpen worden.  

 

The following statements are included in the group identification scale (Brown et al. 1986) for 

the manipulation check, depending on the condition the participants were randomly assigned 

to:  

1. I am a person who sees myself as belonging to Tilburg University (Twente University). 

Ik voel mij verbonden met Tilburg University (de Universiteit van Twente).  
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2. I am a person who identifies with Tilburg University (Twente University). 

Ik identificeer mij met Tilburg University (de Universiteit van Twente).  

3. I am a person who is glad to belong to Tilburg University (Twente University). 

Ik ben blij deel uit te maken van Tilburg University (de Universiteit van Twente). 

4. I am a person who feels strong ties with Tilburg University (Twente University). 

Ik voel een sterke band met Tilburg University (de Universiteit van Twente). 

5. I am a person who considers Tilburg University (Twente University) important. 

Ik ben iemand die Tilburg University (de Universiteit van Twente) belangrijk vindt. 

 

The following statements are used for the manipulation check of the level of anonymity of the 

victim (Webb et al., 2000):  

1. I could form an impression of the victim. 

Ik kon een impressie vormen van het slachtoffer. 

2. I could form an image of the victim. 

Ik kon een beeld vormen van het slachtoffer. 

3. The victim was identifiable to me. 

Het slachtoffer was identificeerbaar voor mij. 
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Appendix D 

Factor loadings 

 

Factor loadings of the Principal Component Analysis  

 Factors Uniqueness    

Items in the scale  Active 

intervention 

Passive 

intervention 

 

I would flag the statements in a 

comment as ‘hate speech’. 

 .87 .22 

I would report the comment.  .87 .19 

I would like a comment that 

contradicted the utterances. 

.52 .49 .49 

I would write a comment that 

factually contradicted the statements. 

.86  .21 

I would refute the statements with 

facts. 

.82  .27 

I would write a comment that 

supported the victim. 

.73 .33 .36 

I would write a comment that insults 

the bully.  

.86  .26 

I would confront the bully in a 

private message. 

.79  .32 

I would support the victim in a 

private message. 

.54 .50 .47 

Note. The principal component analysis was performed with varimax rotation and eigenvalues 

over 1. The assumptions for the analysis were met: Bartlett’s test of sphericity was statistically 

significant (𝜒 2 (36) = 833, p < .001) and the KMO measure acquired a reasonably high value 

(KMO = .86).  

 


