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Abstract 

High rates of post-secondary education enrolment are beneficial on both an individual 

and societal level. Post-secondary education enrolment is increasing worldwide. However, 

Indonesia’s post-secondary enrolment is not rising as strongly as in surrounding countries. To 

increase the post-secondary education enrolment rates, it is important to identify the factors that 

contribute to enrolment. Previous research has focused on explaining these factors using 

statistical analysis. The present study attempts to extend the existing literature by looking at 

how post-secondary education can best be predicted with machine learning models. It does this 

by answering the following research question: To what extent can post-secondary education 

enrolment be predicted by socioeconomic factors, demographics and gender using machine 

learning techniques? To answer this question the machine learning algorithms K-nearest 

neighbours, random forest and AdaBoost are compared against a statistical model, logistic 

regression, as evaluated by AUC-ROC. The data that is used in this study is the Demographics 

and Health Survey, specifically the 2017 Indonesia version. Results indicate that logistic 

regression is outperformed by machine learning models. Specifically, AdaBoost showed the 

best performance, but the differences between the models is small. This is in line with the 

existing literature. Only small differences in feature importance between AdaBoost and logistic 

regression, and between genders were found. The present study has some limitations, including 

the lack of a strict method for feature selection and the large number of dummies that has to be 

created in order for KNN to work with categorical data. 

 

Data Source/Code/Ethics Statement 

Work on this thesis did not involve collecting data from human participants or animals. 

The original owner of the data and code used in this thesis retains ownership of the data and 

code during and after the completion of this thesis. The author of this thesis acknowledges that 
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they do not have any legal claim to this data. The code used in this thesis is available at 

https://gitfront.io/r/Ilse-k/J4hCuLtfpGEF/thesis/. All figures and tables in this thesis are made 

by the author. 

 

 

1 Problem Statement & Research Goal 

Attending post-secondary education is an important factor for succeeding in several areas 

of life (Ma et al., 2020). On an individual level, it leads to better employability, higher income 

and social mobility. It is also beneficial on a societal level. In a population with a high rate of 

post-secondary education enrolment, there are lower poverty rates, higher tax payments, lower 

unemployment rates, and a more active participation in society (Ma et al., 2020). In the past 

decade, governments all over the world have recognized the importance of post-secondary 

education, and as a result, enrolment rates have been increasing all around the world (OECD, 

2022). This is also the case in Indonesia. However, Indonesia’s enrolment rates cannot keep up 

with the enrolment rates of surrounding countries (Digdowiseiso, 2020). Therefore, it is 

important for Indonesia to look at how they can encourage more students to enrol in post-

secondary education.  

To achieve higher rates of post-secondary education enrolment, it is important to identify 

the factors that underlie the decision to continue education after secondary school. Various 

factors have been found to be associated with post-secondary education enrolment, such as 

location, family attitudes and socioeconomic status (Agger et al., 2018; Digdowiseiso, 2020; 

Hardy & Marcotte, 2020; Vandelannote & Demanet, 2021). Gender has also been identified as 

an influential factor in post-secondary education enrolment. However, the results of research 

that looked into this have been inconsistent (Agger et al., 2018; Indrahadi & Wardana, 2020; 

Richardson et al., 2020; Wenang et al., 2022). 

https://gitfront.io/r/Ilse-k/J4hCuLtfpGEF/thesis/
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While it is important to identify these factors, this is not sufficient for predicting post-

secondary education enrolment. Being able to predict post-secondary education enrolment 

could be useful to both secondary schools as well as policy makers at a higher level, such as the 

government. Secondary schools would be able to identify students at risk of not continuing their 

education after graduation, so they could encourage them to continue. For policy makers, being 

able to predict enrolment may help them develop more targeted interventions to encourage 

students to enrol in post-secondary education. Scientifically, the primary focus of the existing 

literature has been explanatory, using statistical analyses, but the predictive element is still 

missing in the literature. This presents a gap in the literature, which the present study aims to 

address.  

 Taking all this together, the research goal of this study is to investigate to what extent 

socioeconomic factors, demographics and gender can predict who will enrol in post-secondary 

education. To achieve the goal of the study and attempt to fill the identified research gaps, the 

following research question has been formulated: 

To what extent can post-secondary education enrolment be predicted by socioeconomic 

factors, demographics and gender using machine learning techniques?  

To answer this main question, three sub research questions have been defined: 

  SRQ1: Comparing AdaBoost, random forest and K-nearest neighbours, which model  

            performs best evaluated by AUC-ROC as compared to logistic regression? 

  SRQ 2: What is the difference in feature importance between the best performing machine  

             learning model and logistic regression? 

  SRQ 3: Does feature importance vary between boys and girls? 

 The main findings of the present study show that machine learning models perform 

slightly better than the statistical model, that is logistic regression. More specifically, AdaBoost 

performed best, but the differences between all models were small. When looking at the 
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difference in the top five most important features between the best performing machine learning 

model and logistic regression, only small differences were found. The three most important 

features were the same for both models, while the fourth and fifth feature differed. Additionally, 

no major differences in feature importance were detected when comparing the five most 

important features for each gender. The same five predictors appear in the top five of both 

genders, but in a different order. Having a bank account appeared to be most important in both 

models. 

 

2 Literature Review 

  In this section the theoretical background of this study is described. It starts with an 

overview of the existing literature about the predictors of post-secondary education enrolment. 

Subsequently, literature from related areas that form the background for the methodology of 

the current study is reviewed.  

Previous research has identified various factors that influence post-secondary education 

enrolment, including socioeconomic status (SES), demographics and gender (Agger et al., 

2018; Digdowiseiso, 2020; Hardy & Marcotte, 2020; Vandelannote & Demanet, 2021). 

Regarding socioeconomic status, prior studies have established that students with lower SES 

are less likely to enrol in post-secondary education (Digdowiseiso, 2020; Hardy & Marcotte, 

2020; Vandelannote & Demanet, 2021). When examining this relationship in Indonesia, it 

appeared that low SES students are restricted in their choice of post-secondary institutions. This 

is because institutions with high tuition fees are not affordable for those students due to their 

family having a low income (Digdowiseiso, 2020). The same study also found that the choice 

of post-secondary institutions is further restricted for these students due to their families not 

being able to pay for training for, for example, entrance exams.  
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Additionally, demographics (e.g. location, ethnicity, civil status) have been found to 

influence post-secondary education enrolment (Batyra & Pesando, 2020; Chankseliani et al., 

2020; Digdowiseiso, 2020; Hyseni Duraku et al., 2020; Khattab, 2018; Rumble et al., 2018). 

Students from rural areas are less likely to attend post-secondary education than students from 

urban areas for several reasons, with the main reason in Indonesia being that there are fewer 

post-secondary education institutions in the area (Chankseliani et al., 2020; Digdowiseiso, 

2020). In a similar way, students from minority groups, married students, and students with 

children have relatively lower post-secondary education rates than students from the majority 

group, unmarried students, and students without children (Batyra & Pesando, 2020; Hyseni 

Duraku et al., 2020; Indrahadi & Wardana, 2020; Khattab, 2018; Rumble et al., 2018). 

Furthermore, the existing literature suggests that gender plays a role in post-secondary 

education enrolment (Agger et al., 2018; Indrahadi & Wardana, 2020; Richardson et al., 2020; 

Wenang et al., 2022). However, the findings of studies about this relationship have been 

inconsistent. Some studies suggest that girls achieve a higher education level than boys (Agger 

et al., 2018; Richardson et al., 2020), while other studies found the opposite (Indrahadi & 

Wardana, 2020; Wenang et al., 2022).  

In short, looking at the existing literature, it becomes apparent that socioeconomic status, 

demographics and gender are important factors to consider when predicting post-secondary 

education enrolment, which forms the base for the main research question of this study. Gender 

is specifically interesting to include due to the inconsistent findings of previous studies. This 

also relates to our third sub research question.  

However, the existing literature focuses on explaining a relationship between a small 

number of factors and post-secondary education enrolment. While they have been successful in 

doing so, they are missing a predictive element. To my knowledge, no studies up-to-date have 

looked into predicting post-secondary education enrolment using machine learning models. As 
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such, to determine which models are best to use in the current study, we will look into research 

that uses machine learning models in a related area, namely drop out prediction. In the domain 

of drop out prediction, there is no unanimous agreement about which model performs best 

(Berens et al., 2018; Kemper et al., 2020; Wan Yaacob et al., 2020). Previous research has 

compared several models with each other, such as decision trees, random forest, K-nearest 

neighbours (KNN), AdaBoost and neural networks, and all models showed a relatively good 

performance between 79% and 95%. AdaBoost, decision trees and random forest have shown 

to outperform the other models, while KNN was used most often. Logistic regression was used 

as a baseline in all studies. Interestingly, it was found to perform similar or even better than the 

machine learning models (Berens et al., 2018; Kemper et al., 2020; Wan Yaacob et al., 2020).   

Although drop out prediction is related to predicting post-secondary education enrolment, 

there is a limitation in comparing the two. This has to do with the fact that there is a class 

imbalance in drop out prediction (Kemper et al., 2020), while this is not an issue in the present 

study. Therefore, to create a more comprehensive background for the current study, it is 

important to consider studies that may be less related to the topic of post-secondary education 

enrolment, but use demographic information and socioeconomic factors as predictors in a 

classification problem with balanced classes. Among these studies, there is also no unanimous 

agreement about the best performing model (Dwi Fajar Maulana et al., 2020; Li et al., 2022; 

Zulfiker et al., 2021). Similar machine learning methods were used and similar results were 

found in these studies compared to the ones about drop out prediction. AdaBoost and random 

forest also outperformed other models in studies with balanced classes with a performance 

between 85% and 96% (Dwi Fajar Maulana et al., 2020; Zulfiker et al., 2021). Additionally, 

XGBoost demonstrated good results with a performance between 82% and 92% (Li et al., 2022; 

Zulfiker et al., 2021). However, differences in performance between the models that were 

compared were small. Other models that were included in these studies (e.g. KNN, gradient 
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boosting, decision trees and support vector machines) also performed relatively well with a 

performance between 64% and 89%. Similar to research about drop out prediction, logistic 

regression was used as a baseline in all studies (Dwi Fajar Maulana et al., 2020; Li et al., 2022; 

Zulfiker et al., 2021). In summary, among studies with balanced classes using socioeconomic 

status, demographics and/or gender as predictors, AdaBoost and random forest most often 

performed best, while KNN was used most often and logistic regression was used as a baseline.  

In conclusion, based on these previous studies, AdaBoost and random forest appear to be 

most likely to perform best, which is why they are included in the present study. Additionally, 

KNN is used in the current study, as it is was the most used model and performed only slightly 

worse than the best performing model in related studies. All previous research used logistic 

regression as a baseline model, which why this is also done in the current study. Each model 

will be explained in more detail in section 3.2.  

 

3 Methodology & Experimental Set-up 

This chapter describes the data science pipeline that is gone through in this study.  A 

graphical representation of all steps can be found at the end of the chapter (see figure 2). 

 

3.1 Dataset Description 

This section details the dataset used in this study. The dataset that is used is part of the 

Demographics and Health Survey Program (DHS). This is a survey conducted in developing 

countries, funded by the U.S. Agency for International Development, that measures a large 

number of demographic variables and health variables. Most variables are measured in all 

countries, but there are a few variables that are country-specific. The data collection is executed 

by a local organisation and the data is owned by the country in which the data was collected. 

The survey has consistently proven to include accurate and representative data (Who We Are, 
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n.d.). In this study, the 2017 Indonesia version of the DHS is used. The data is not publicly 

available. Access has to be requested via the DHS website (https://dhsprogram.com/).  

The original dataset contains 49,627 rows and 5,494 columns. However, only a subset of 

the complete dataset is used, because only specific rows and columns are relevant to this study. 

This will be explained further in the next section. The target classes are roughly balanced with 

54.1% having completed secondary education and 45.9% attending or have attended post-

secondary education. 

 

3.2 Train Test Split  

Before data pre-processing, the data is first split into a training and a test set to avoid 

data leakage. 70% of the data is used as the training set and 30% is used as the test set. 

Previous studies have shown that this split optimizes performance (Vrigazova, 2021; Nguyen 

et al., 2021). The train test split is performed in a stratified way. A stratified split ensures that 

the class proportions found in the whole dataset remain the same in the test and training set 

(Bhagat & Bakariya, 2022). This is preferable in the present study, because we are working 

with a balanced dataset and we want to prevent class imbalances in the training and test set 

caused by the splitting of the data. By performing a stratified split, we ensure that the classes 

in both the train and test set remain balanced.  

 

3.3 Target Group Selection 

After splitting the data, the cleaning and pre-processing of the data starts. The first step 

in the data pre-processing pipeline is to select only those rows that contain data from 

participants that have at least completed secondary education. All participants who indicated 

they had no education, incomplete primary education, complete primary education or 

incomplete secondary education are discarded. Moreover, only participants under the age of 

https://dhsprogram.com/
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30 are considered. Because post-secondary education enrolment in Indonesia has strongly 

increased over the past few decades and the education system has undergone major changes 

(Digdowiseiso, 2020), data from these participants is not relevant for predicting new 

enrolments. Additionally, participants that are not a resident of the house they were 

interviewed in are also excluded as these participants have many features with the value not a 

dejure resident or visitor, which is not informative for prediction. This leaves us with 10,237 

participants. To avoid data leakage, this selection is done for the train and test set separately.  

 

3.4 Feature Selection, Construction, and Transformation 

The next step in the pre-processing pipeline is manual feature selection. Features that 

were not measured in the 2017 Indonesia DHS, or are not related to socioeconomic factors, 

demographics or gender were excluded. To avoid data leakage, this is done for the train and 

test set separately. The method of manual feature selection has some disadvantages, which are 

discussed in section 6. The final feature selection can be found in Appendix A.  

 Although the dataset only includes variables related to demographics, socioeconomic 

factors and gender at this point, there are still a few variables that are not relevant for 

prediction. These are variables such as number of children or civil status. Those variables are 

not directly relevant as they could have happened after post-secondary education enrolment. 

To overcome this problem, three new variables are created. From the variables age of 

marriage and civil status, a new variable married is constructed. This variable indicates 

whether or not a participant was married at the end of secondary school. Participants that were 

never married or married after the age of 17 are assigned no and participants that were 

married before the age of 18 are assigned yes. Similarly, the new variable cohabitation is 

created from the variables living with partner and age of first cohabitation. This variable 

indicates whether or not the person was living together with their partner at the end of 
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secondary school. To construct this variable, participants that never lived with a partner and 

whose age was 18 or above when they first lived together with a partner are assigned no, 

while participants that were living with their partner before the age of 18, are assigned yes. 

Lastly, the variable children is constructed by subtracting the age of the participant when their 

first child was born from their current age and assigning those with an age of 18 and above 

no, and those that were under 18 yes.  

Next to variable construction, some variable transformations are also performed. Years 

lived in place of residence, time to get to water source, age of household head and ideal 

number of children are transformed from factors to numerical variables. To be able to do so, 

the value always in years lived in place of residence is set to the current age of the participant. 

For time to get to water source, the value on premises is set to zero, while don’t know is set to 

NA. Age of household head contains the value non-numeric response, which is set to NA. 

Feature selection, construction and transformation are performed on the training and test set 

separately to avoid data leakage. After feature selection, construction and transformation, 

there are 41 predictors, 1 ID variable and 1 outcome variable left in the dataset.  

 

3.5 Missing Data 

Now that the dataset only contains variables that are related to the subject and that are 

relevant for prediction, it is important to look at the missing values in the data. Firstly, we 

check how much missing data there is in the dataset. Figure 1 displays a missingness map of 

all the missing data in the dataset. After further investigation, it appears that all values for the 
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variable childhood place of residence are missing. As a consequence of all values missing for 

this variable, it was discarded.  

 

All other variables contain no or at most five percent missing values, which is filled 

using missing value imputation. The K-nearest neighbours (KNN) imputation method is used 

in this study. Despite KNN being a simple imputation method, more complex methods (such 

as MICE) have not always proven to perform better (Liao et al., 2014). As such, the choosing 

a more complex model does not necessarily guarantee better imputation. Moreover, there is a 

very small percentage of missing data in the dataset, meaning that the final results are likely 

not influenced by the selection of a particular imputation method. The data is standardized as 

required by the KNNImpute function from the CARET package. In order to standardize the 

data, first the data is centred, meaning that the mean of the variable is subtracted from the 

original value, and after that, the data is scaled, which means that the centred value is divided 

by the standard deviation of that variable. Imputation is done using the default number of 

neighbours (5) as recommended in the documentation (preProcess Function - 

RDocumentation, n.d.). Both standardizing the data and missing value imputation is done for 

the test set and training set separately. For the training set, imputation is done within each fold 

of cross-validation. This is done to prevent data leakage. 
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Figure 1  

Missing values in the test and training set. 
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3.6 One-Hot Encoding  

To make the predictions necessary for answering the research questions, four models 

will be run: logistic regression, random forest, AdaBoost and KNN. As KNN does not handle 

categorical variables directly, categorical predictors are transformed into dummy variables, 

which is also known as one-hot encoding. KNN is the only model that requires categorical 

variables to be one-hot encoded. Logistic regression, Random Forest and Adaboost can 

handle categorical variables, so the original data could be used to run those models. However, 

because we use KNN as an imputation method, the dummy-coded data is used for all models. 

 

3.7 Standardizing Numerical Data  

Another pre-processing action that needs to be carried out in order for KNN and logistic 

regression to work correctly is standardizing the numerical data (Malato, 2022). This includes 

the dummy variables created in the previous step. Random forest and Adaboost are not 

sensitive to scale differences, so the original values could be used. However, as was the case 

for one-hot encoding, we use the standardized data for all models, because KNN is used as an 

imputation method. The standardizing of the data is the same procedure as was necessary for 

the missing value imputation. As such, the data are first centred and then scaled. This is done 

for the test set and training set separately. For the training set, imputation is done within each 

fold in cross-validation. This is done to prevent data leakage.       

 

3.8 Removing Highly Correlated Variables and Variables with Near-Zero Variance         

 Now that the data is relevant and in the correct form for the models to handle, it is 

important to make sure that there are only useful predictors in the model, meaning that all 

highly correlated variables should be removed from the model and variables with little 

variance should also be removed from the model. Excluding variables that are highly 
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correlated can make the model work better (Toloşi & Lengauer, 2011; Khondoker et al., 

2016). Features with a correlation higher than 0.95 are excluded from the models.  

Moreover, features with near-zero variance are removed from the model. Deciding 

whether a feature has near-zero variance is based on two criteria (Kuhn, 2008): 

1. A low percentage of unique values (< 10%). 

2. A high proportion of the most frequent value to the second most frequent 

value (> 20). 

Including features with near-zero variance is not informative for prediction and can negatively 

affect model performance (Kuhn, 2008). Removing both highly correlated predictors and 

predictors with near-zero variance is done separately for the training and test set. For the 

training set, removing these variables is done within each fold in cross-validation. This is 

done to avoid data leakage. 

   

3.9 Algorithms  

To help answer the research questions, four algorithms are implemented: logistic 

regression, random forest, AdaBoost and KNN. As discussed in the literature review, logistic 

regression was chosen as a baseline, because it was widely used by previous studies (Berens et 

al., 2018; Kemper et al., 2020; Wan Yaacob et al., 2020; Dwi Fajar Maulana et al., 2020; Li et 

al., 2022; Zulfiker et al., 2021).  Adaboost and random forest showed good results in previous 

studies using similar classification tasks, which is the motivation to include these models in the 

current study (Dwi Fajar Maulana et al., 2020; Li et al., 2022; Zulfiker et al., 2021). Likewise, 

KNN was most often used in similar classification problems, and performed only slightly worse 

than tree-based models (e.g. AdaBoost and random forest) (Berens et al., 2018; Kemper et al., 

2020; Wan Yaacob et al., 2020; Dwi Fajar Maulana et al., 2020; Li et al., 2022; Zulfiker et al., 

2021). Below each model will be explained further. 
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3.9.1 Logistic Regression 

Logistic regression is a statistical model used to predict a binary outcome variable. 

Predictors can be both categorical and numerical (Niu, 2018), which fits well with the current 

dataset. Logistic regression is a common approach in social sciences, including educational 

science (Niu, 2018). Many explanatory studies that looked into post-secondary education 

enrolment used logistic regression in their research gender (Agger et al., 2018; Digdowiseiso, 

2020; Hardy & Marcotte, 2020; Vandelannote & Demanet, 2021). Moreover, in machine 

learning models, it is more often used as a baseline model (Berens et al., 2018; Kemper et al., 

2020; Wan Yaacob et al., 2020; Dwi Fajar Maulana et al., 2020; Li et al., 2022; Zulfiker et al., 

2021), which is also done in the current study. The logistic regression model is fast and easy to 

interpret. However, it makes assumptions about the data, such as a linear relationship between 

the predictors and outcome variable, while this is most often not the case in real life data 

(GeeksforGeeks, 2022).  

In this study, the logistic regression model is trained once and evaluated on the test set to 

assess its performance. This is because it does not have any parameters to tune and no further 

decisions regarding this model have to be made, so cross-validation is not necessary.  

 

3.9.2  Random Forest 

  Random forest is a tree-based machine learning model using a large number of 

classification trees to predict the correct class in a classification problem. Each classification 

tree predicts a class and the class that gets predicted most is the final prediction. Within the 

individual decision trees, the nodes are split based on a random subset of features. That is to 

say, random forest does not consider all predictors in this split. This is an advantage over a 

simple decision tree (Breiman, 2001). Another strength of random forest is that the trees 
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within the random forest are independent and not correlated, which enhances performance 

and prevents overfitting. Furthermore, it works well and fast with large datasets (Mohapatra et 

al., 2020). 

  In this study, we use the CARET package to train and evaluate the random forest model. 

Five-fold cross-validation is performed to tune the parameters number of trees, number of 

selected features and minimum node size. Using five-fold cross-validation is based on a 

previous study by Ogutu (2011). The model with the optimal parameters, as evaluated by 

ROC-AUC, is used to retrain the model, run the five-fold cross-validation again and the final 

ROC-AUC value is used to compare the model’s performance against the performance of the 

other machine learning models. The motivation for the choice of evaluation metric will be 

discussed in section 3.10. 

 

3.9.3 AdaBoost 

  Similar to random forests, AdaBoost is a tree-based model. It has been applied in 

various context and generally considered to make highly accurate predictions (Schapire, 

2013). To make these predictions, it applies a prediction rule created by a lot of weak and 

inaccurate rules. A weighted combination of these rules is used to make a final prediction 

(Schapire, 2013). A benefit of AdaBoost over other algorithms is that overfitting is less likely 

due to the parameters not being optimized together. A limitation of AdaBoost is that it needs 

high quality data and is sensitive to outliers and noise in the data (Thailappan, 2022). In this 

study, that is not a problem as we do not have a noisy dataset.  

In this study, the CARET package is used to train and evaluate the AdaBoost model. 

Five-fold cross-validation is used to tune the parameters (maximum depth and number of 

iterations). Using five-fold cross-validation to tune the parameters is supported by a study by 

Ogutu (2011).  Based on the AUC-ROC value, the model with the optimal parameters is used 
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to retrain the model, run the five-fold cross-validation again and the final ROC-AUC value is 

used to compare the model’s performance against the performance of the other machine 

learning models. 

 

3.9.4  KNN 

  K-nearest neighbours is a classification algorithm, which predicts classes based on the K 

most similar observations (Zhang et al., 2017; Guo et al., 2003). There are different ways in 

which this similarity can be assessed, but the KNN function from the CARET package in R 

uses Euclidean distance. Euclidean distance is the distance between two points, or in other 

words, the length of the line between two points (Zhang et al., 2017). A benefit of KNN over 

more complex algorithms is that it is nonparametric, meaning it does not make assumptions 

about the data (Zhang et al., 2017). However, it is sensitive to outliers, does not work well 

with high dimensional data and there is no consensus about what the optimal K-value is (Guo 

et al., 2003). Despite these limitations, it is still one of the most used algorithms due to its 

simplicity (Zhang et al., 2017). 

  In this study, the CARET package is used to train and evaluate the KNN model. As 

there is no standard best number of nearest neighbours (k), five-fold cross-validation is used 

to choose the best k (Guo et al., 2003). Based on the AUC-ROC value, the model with the 

optimal parameters is used to retrain the model, run the five-fold cross-validation again and 

the final ROC-AUC value is used to compare the model’s performance against the 

performance of the other machine learning models. 

 

3.10 Evaluation Metric 

  To optimise the models, compare and evaluate them, we need an evaluation metric. In 

this study, AUC-ROC was chosen as an evaluation metric. AUC (Area Under the Curve) is a 
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value that provides a numerical representation of the trade-off between recall and precision. 

The closer the AUC value is to one, the better the performance of the model. When the AUC 

value is one, it means that recall and precision are both a hundred percent (Fan et al., 2006). 

The ROC value shows a graphical representation the AUC value. Recall is plotted against 1 – 

precision, which creates a curve. This curve is the ROC (Receiver Operating Characteristic) 

curve (Fan et al., 2006).  

  The reason for the choice of AUC-ROC as an evaluation metric is that both target 

classes are considered to be equally important in this study. In this situation, accuracy is also 

an option. However, AUC-ROC gives a more complex and nuanced view of the performance 

than accuracy. This is supported by a study by Ling et al. (2003), who found that AUC-ROC 

is statistically more consistent and discriminating than accuracy.  

In this study, each model is optimised based on the AUC-ROC value in the cross-

validation phase. The model with the best AUC-ROC value in this phase is chosen as the best 

performing machine learning model. After the best machine learning model has been selected, 

the best performing machine learning model and the logistic regression model are compared 

based on their respective AUC-ROC value evaluated on the test set.  

 

3.11 Feature Importance 

Once it has been decided which machine learning model performs best, we can look at 

the difference in feature importance of the best performing machine learning model and the 

baseline model, which is logistic regression. The feature importance is assessed using VarImp 

function from the CARET package in R.  

Similarly, to examine the difference in feature importance between boys and girls, the 

same function (VarImp) for the CARET package is used. To be able to observe this 

difference, the best performing model is trained again. This model is trained on two subsets of 
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the data, one containing only the responses of girls and one containing only the responses of 

boys. In this way, we obtain a girls-only subset and a boys-only subset. The variable 

importance is assessed for each of these subsets separately and then compared. 
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4 Results 

This chapter describes the results of the study. It starts with the cross-validation results. 

After that, the results of each model is described. Lastly, the overall differences in feature 

importance and gender differences in feature importance are discussed.  

 

4.1 Cross-Validation 

  The performance represented in the AUC-ROC values across the five-fold cross-

validation is presented in table 1. As can be seen in the table, AdaBoost performed best, while 

logistic regression performed worse. However, the differences between the models are small. 

 

 

 

Model AUC-ROC 

Logistic regression 0.7756 

Random forest 0.7999 

AdaBoost 0.8217 

KNN 0.7930 

 

  

4.2 Logistic Regression 

Logistic regression does not have any parameters to tune and no further decisions 

regarding this model have to be made. As a result, the model is evaluated on the train and 

validation data using five-fold cross-validation, and finally evaluated on the test set to assess 

its out-of-sample performance. 

For the five-fold cross-validation, the logistic regression model showed a performance 

of an AUC-ROC between 0.7423 and 0.7992. The out-of-sample performance on the test set 

Table 1 

Cross-validation performance results. 
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was slightly worse with an AUC-ROC of 0.7124. Logistic regression performed the worst 

both in the cross-validation stage and in terms of out-of-sample performance.  

 

4.3 Random Forest 

  Random forest showed the best performance with 1000 trees, 15 randomly selected 

predictors, and a minimum node size of 9. The other parameter combinations that were tried 

did not differ much in performance (between 0.7794 and 0.7980). The model was retrained 

with the hyperparameters set to the optimal values and the newly trained model showed a 

AUC-ROC value between 0.7813 and 0.7999. On the test set, the model performed similar 

with an AUC-ROC value of 0.7951. With this performance, random forest appears to be the 

second best model. It only performs slightly worse than the best performing model, that is 

AdaBoost 

   

4.4 AdaBoost 

  AdaBoost showed the best performance with the maximum depth set to three, the 

number of iterations set to 150 and the learning rate was kept constant on 0.1. An overview of 

the combinations of parameters that were tried with their corresponding AUC-ROC value can 

be found in table 2. The model was retrained with the hyperparameters set to these values and 

this newly trained model showed a AUC-ROC value between 0.7989 and 0.8421. On the test 

set, the model performed similar with an AUC-ROC value of 0.8123. As expected, AdaBoost 

showed the best cross-validated result, as well as the best performance on the test set. 

 

Max depth Number of iterations AUC-ROC 

Table 2 

Hyperparameter tuning results. 
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1 50 0.7666 

1 100 0.7844 

1 150 0.7926 

2 50 0.7998 

2 100 0.8093 

2 150 0.8137 

3 50 0.8084 

3 100 0.8162 

3 150 0.8191 

 

 

4.5 KNN 

KNN demonstrated its best performance k = 10. The model was retrained with k set to 

10 and this new model showed a AUC-ROC value between 0.7815 and 0.8030. On the test 

set, the model performed slightly worse with an AUC-ROC value of 0.7803. Although KNN 

did not perform best in either the cross-validation stage or in the test stage, it only performed 

slightly worse than the best performing model, that is AdaBoost.   

 

4.6 Overall Difference in Feature Importance 

  As per the second sub research question, the difference in feature importance between 

the best performing machine learning model, that is AdaBoost, and the classic statistical 

model, that is logistic regression are compared. There are small differences found between the 

top five most important features. However, the top three most important predictors were the 

same. These are: has an account in a bank or other financial institution, wealth index and 
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frequency of reading a newspaper. An overview of the top five most important predictors for 

each model can be found in figures 3 and 4.  

 

4.7 Difference in Feature Importance for Gender 

  Regarding differences in feature importance between the two genders, no differences 

is found. The top five most important predictors were the same for both genders. For both 

genders the predictor has an account in a bank or other financial institution is clearly the 

most important predictor. Wealth index is the second most important, but appears to be 

relatively more important for girls than for boys, while this is the other way around for the 

third most important predictor (frequency of reading a newspaper or magazine). The top five 

predictors and their relative importance for each gender can be found in figure 5.  

Has a account in a bank

Wealth index

Frequency of reading
newspaper

Frequency of internet use last
month

Household has: washing
machine

Figure 3 

Relative feature importance for AdaBoost 

Has a account in a
bank

Wealth index

Frequency of reading
newspaper

Province of residence

Married

Figure 4 

Relative feature importance for logistic regression 
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5 Discussion 

This section discusses the results in relation to its scientific and societal relevance. It starts 

with an overview of the research goal, research questions and main results with reference to the 

existing literature. Following this overview, the scientific and societal relevance is discussed. 

After that, the limitations of the current study are highlighted.  Finally, suggestions for future 

research are given. 

 

5.1 Results & Existing Literature 

This study aimed to investigate to what extent demographics, socioeconomic 

factors and gender are able to predict who will enrol in post-secondary education. To achieve 

this goal, a main research question and three sub research questions were formulated. With the 

results of the study, we can answer the main question, which was To what extent can post-

secondary education enrolment be predicted by socioeconomic factors, demographics and 

gender using machine learning techniques? This study revealed that it is possible to predict 

Has a account in a bank

Wealth index

Frequency of reading newspaper

Frequency of internet use last month

Household has: washing machine

Boys Girls

Figure 5 

Relative feature importance for boys and girls 
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post-secondary education enrolment using socioeconomic factors, demographics and gender. 

With the use of three different machine learning models and a classic statistical model, a 

performance between 0.71 and 0.81 was achieved. A model that can perfectly predict the 

outcome variable would have a value of 1, meaning that the models we used can predict post-

secondary education enrolment relatively well.  

  Regarding the first research question, Comparing AdaBoost, random forest and K-

nearest neighbours, which model performs best evaluated by AUC-ROC as compared to 

logistic regression?, it can be concluded that all machine learning models outperform the 

baseline model, that is logistic regression. AdaBoost was the overall best performing model, 

but the difference between the models was small. 

  Moreover, the study looked into two feature importance comparisons. Firstly, we looked 

at the difference in feature importance between the best performing machine learning model, 

that is AdaBoost, and the baseline model, that is logistic regression. Small differences in feature 

importance were found in the top five most important predictors. For logistic regression, 

province of residence and married the fourth and fifth most important predictors, while 

frequency of internet use last month and household has: a washing machine were more 

important in the AdaBoost model. Secondly, the difference in feature importance for boys and 

girls was investigated. However, no major differences were found. 

  Overall, the results are in line with what was expected based on previous literature. Prior 

studies showed good performance for all machine learning models that were studied (Berens et 

al., 2018; Kemper et al., 2020; Wan Yaacob et al., 2020; Dwi Fajar Maulana et al., 2020; Li et 

al., 2022; Zulfiker et al., 2021). In some studies machine learning models slightly outperformed 

logistic regression (Berens et al., 2018; Kemper et al., 2020; Dwi Fajar Maulana et al., 2020; 

Li et al., 2022; Zulfiker et al., 2021), while in others logistic regression performed slightly better 

than the machine learning models (Wan Yaacob et al., 2020). The current study contributes to 
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the literature in which machine learning models slightly outperform logistic regression. The 

previous literature was divided about which model is the best performing model. Some studies 

found random forest to perform best (Kemper et al., 2020), while others found AdaBoost to be 

performing better (Berens et al., 2018; Dwi Fajar Maulana et al., 2020; Zulfiker et al., 2021). 

The last observation is in line with what the results of this study demonstrate.  

Additionally, the literature about the influence of gender on post-secondary education 

enrolment was inconsistent (Agger et al., 2018; Indrahadi & Wardana, 2020; Richardson et al., 

2020; Wenang et al., 2022). This study looked at the difference in feature importance for boys 

and girls to explain this inconsistency. However, this expected difference was not found. The 

order of the top five predictors is exactly the same for boys and girls. Country differences might 

offer an explanation for this. The inconsistent effect of gender on post-secondary education was 

found in studies considering different countries. It is possible that due to certain cultural norms, 

boys stay in school longer, while other cultural norms may make girls stay in school longer. 

Based on the current study, we can conclude that in Indonesia, there is no difference between 

boys and girls in what factors influence the decision to enrol in post-secondary education.  

 

5.2 Scientific & Societal Contributions 

 As mentioned before, most findings in this study are in line with the findings of previous 

studies. Despite this, the current study extends previous research in the domain of post-

secondary education prediction by focusing on how to optimize prediction, instead of 

explaining the relationship between a few predictors and post-secondary education enrolment. 

Additionally, the use of machine learning models for prediction of post-secondary education is 

a methodological contribution to the existing literature. Moreover, the result of the second sub 

research question, which concerned the difference in feature importance between logistic 

regression and AdaBoost, provides a new perspective on what factors play a roll in post-
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secondary education enrolment. Despite there being only a small difference, the features that 

were found to be of importance, such as owning a bank account or the frequency of reading a 

newspaper are factors whose effect on post-secondary education enrolment have not been 

investigated before. Furthermore, although the literature suggested there would be a difference 

in feature importance between boys and girls, this study found that there is no difference in 

feature importance between genders in Indonesia. This is an important contribution to the 

literature, as it suggests that the effect of gender of post-secondary education enrolment may be 

country-specific. 

 Not only did the current study contribute new insights scientifically, it also provided 

relevant results that can be used in practice. The finding that machine learning models can 

predict secondary education enrolment relatively well can be useful for both secondary schools. 

Secondary schools can use machine learning to target students that are likely to not enrol in 

post-secondary education to try and encourage them to continue their education. The study also 

provides helpful information for policy makers on a higher level, such as the government. 

Knowing what features are important for prediction can help policy makers develop specific 

interventions that focus on the most important features. This also has the goal to encourage 

more students to enrol in post-secondary education. Eventually, this may help Indonesia catch 

up with the post-secondary enrolment rates of its surrounding countries. 

 

5.3 Limitations 

 Despite all useful scientific and practical contributions the study provided, there are some 

limitations in the current study that need to be addressed. Firstly, the lack of a strict method for 

feature selection is a limitation of this study. Features related to demographics, socioeconomic 

factors and gender were selected, but there are no specific rules about what makes features 

related to either of these three concepts. In other words, which features to select is, to a certain 



29 

 

extent, subjective. However, appendix A includes a list of all features that were selected during 

manual feature selection, which means that is possible to replicate the study. As such, although 

the lack of strict method for feature selection is a limitation, it should have no effect on the 

replicability of the study. 

 Furthermore, the dataset includes many very specific variables, which may measure a 

bigger construct that is not actually in the dataset. For example, we considered all 

socioeconomic factors as separate features (e.g. having a bank account, wealth index, frequency 

of reading a newspaper). However, it may be that these features are better represented as one 

construct, such as socioeconomic status. Although this is something to consider, it should not 

substantially influence the results of this study as we removed all highly correlated predictors 

from the model.  

 

5.4 Suggestions for Future Research 

 Building on to these contributions and limitations, we provide some suggestions for future 

research. Firstly, the study could be replicated in different countries. it would be interesting to 

see whether the results of this study are similar in other countries to investigate the effect of 

culture on post-secondary education enrolment prediction. Moreover, related to the previous 

point, the effect of gender could be investigated further. We had no success explaining the 

differences in the effect of gender on post-secondary education enrolment. However, combining 

the findings from prior studies in different countries with the current study, there seems to be 

an indication that the effect of gender may be country specific. This could be a starting point 

for future research. Lastly, future research could look into the use of other machine learning 

models. Specifically, more complex models such as neural networks. Prediction was already 

relatively successful with the less complex models used in this study, so it would be interesting 

to see whether more complex models can do better. 
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6 Conclusion 

The goal of this study was to investigate to what extent demographics, socioeconomic 

factors and gender are able to predict who will enrol in post-secondary education. This study 

extends the existing literature by focusing on the prediction of post-secondary education 

enrolment with machine learning models, rather than explaining the relationship between a 

small number of features and post-secondary education enrolment with classic statistical 

models. To achieve the goal of the study, a main research question with three sub questions was 

formulated. To summarize, the main question with a short answer is stated below. 

To what extent can post-secondary education enrolment be predicted by socioeconomic 

factors, demographics and gender using machine learning techniques?  

The study demonstrated that post-secondary education enrolment can be predicted relatively 

well by various socioeconomic factors, demographics and gender. This is proven by an AUC 

value between 0.71 and 0.81.  AdaBoost performed best with an AUC value of 0.81, but the 

differences between the models was small. This is in line with previous literature in related 

areas that also showed a relatively good performance of prediction by all studied machine 

learning models, with AdaBoost in particular, and small differences between models (Berens 

et al., 2018; Kemper et al., 2020; Wan Yaacob et al., 2020; Dwi Fajar Maulana et al., 2020; Li 

et al., 2022; Zulfiker et al., 2021). In previous studies, gender was found to affect post-

secondary education enrolment, but findings were inconsistent (Agger et al., 2018; Indrahadi 

& Wardana, 2020; Richardson et al., 2020; Wenang et al., 2022). This study looked at feature 

importance in prediction of post-secondary education enrolment for each gender to explain this 

inconsistency. However, no major differences in feature importance were found. 

  This has interesting implications for public policy regarding post-secondary education. 

By using machine learning to predict who will enrol in post-secondary education, secondary 
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schools and the Indonesian government can develop more targeted interventions to encourage 

people that are likely to not enrol in post-secondary education to continue their education. As a 

result, Indonesia has the opportunity to catch up with its surrounding countries in the rising 

numbers of post-secondary education.  
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Appendix A 

Table 3 

 

Variable selected by manual feature selection 

 

Variable  Variable description 

CASEID Case identification 

V012 Respondent’s current age 

V024 Province 

V025 Type of place of residence 

V100 Participant’s sex 

V103 Childhood place of residence 

V104 Years lived in place of residence 

V113 Source of drinking water 

V115 Time to get to water source 

V116 Type of toilet facility 

V119 Household has: electricity 

V120 Household has: radio 

V121 Household has: television 

V122 Household has: refrigerator  

V123 Household has: bicycle 

V124 Household has: motorcycle/scooter 

V125 Household has: car/truck 

V127 Main floor material 

V128 Main wall material 

V129 Main roof material 

V130 Religion 

V131 Ethnicity 
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V149 Educational attainment 

V151 Sex of household head 

V152 Age of household head 

V153 Household has: telephone (land-line) 

V157 Frequency of reading newspaper or magazine 

V158 Frequency of listening to radio 

V159 Frequency of watching television 

V161 Type of cooking fuel 

V169A Owns a mobile telephone 

V170 Has an account in a bank or other financial institution 

V171A Use of internet 

V171B Frequency of using internet last month 

V190 Wealth index 

V212 Age of participant when first child was born 

V221 Time between marriage and birth of first child (in 

months) 

V511 Age of first cohabitation 

V613 Ideal number of children 

S109H Type of toilet facility 

S121G Household has: a fan 

S121H Household has: a washing machine 

S121G Household has: an air conditioner 

  

 


