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Abstract 

Numerous remote photoplethysmography (rPPG) models have been 
under development for a considerable period. However, most 
researchers tested their models on a dataset containing videos in a 
laboratory environment, with a lack of emotions from the 
participants. This thesis focused on determining the optimal 
performance among the three selected rPPG models (LGI, POS, and 
PCA) using our self-derived dataset. This analysis has been 
conducted to potentially implement the best-performing model into 
the game AINAR. The AINAR game helps people to conquer their 
needle fear, implying the model should be able to adequately 
measure heart rate fluctuations, as this is an indication of potential 
anxiety. To properly test if the model is sufficient enough for the 
AINAR application, we derived our own dataset. The dataset 
consisted of facial videos of participants undergoing a virtual blood 
donation, while their heart rate was tracked via a sensor-tracking 
device serving as ground truth. The videos were analyzed using an 
open-source Python-based framework pyVHR, containing a 
pipeline of rPPG models including the ones tested. The results of 
the contact heart rate tracker were compared with the three models. 
Results show that the LGI model is slightly better than the other two 
models (MAE = 9.87, PCC = 0.08). Although the results were not 
as sufficient as other research shows, the importance of 
meticulously obtaining one's own data is highlighted. These 
emphasized limitations led to several proposals for additional future 
work. 
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1  Data Source, Ethics, Code And Technology  
 

For this study data is derived from participants of Tilburg University via SONA. 

Before conducting the experiment a consent form was signed by the participant 

and experimenter. The data was derived by recording the participant via sensory 

devices and a camera. Even though the face of the participant was recorded during 

the experiment, the data is anonymously implemented in this thesis. The owner 

of the data is my supervisor Elisabeth M.J. Huis in ‘t Veld and the blood bank 

Sanquin. The owner did give consent to use the data for this bachelor’s thesis. All 

the Figures used were created by the author. All the used libraries and packages 

are listed in the Method section under the subsection ‘Software’. Furthermore, 

the author used the code of PyVHR, accessible via GitHub 

(https://github.com/phuselab/pyVHR). The code written for this thesis can be 

found via the GitHub repository (https://github.com/Laura-0201/Bachelor-

Thesis). To paraphrase my written text I used Thesaurus and ChatGTP 

(https://www.thesaurus.com/, https://openai.com/blog/chatgpt). To check the 

spelling, Grammarly (https://app.grammarly.com/) and the built-in spelling 

checker from Google Docs were used. To store the references of my sources 

Zotero (https://www.zotero.org/) was used. 

 

 

 

             2  Introduction 
 

Needle fear is shared among the population and all ages, with more than 60% of 

children and on average 35% of adults experiencing it (McLenon & Rogers, 

2019). However, blood donations and vaccinations are critical for saving lives. 

Therefore it would provide a significant advantage if needle fear could be 

reduced, so donations and vaccinations will increase. The mobile phone 

application AINAR (Artificial Intelligence for Needle Anxiety Reduction) is a 

game designed to help people conquer their needle fear through biofeedback. It 

assesses needle fear and the risk of fainting by analyzing the video stream of the 

front-facing camera. While playing the game, the AINAR app interprets the color 

change of the pigments on your face. The app will give the user real-time 

feedback while playing the game, ensuring the user gets notified of their well-

being through the game before they notice it themselves, to prevent fainting or 

other discomforts. However, the current AINAR application does not consider 

heart rate as a factor, yet heart rate is a very informative aspect of physiological 

stress. A high value of beats per minute (bpm) as well as a low fluctuation of the 

heart rate (or in other words, low heart-rate variability) can indicate a form of 

anxiety (Kim et al., 2018). The most prevalent method to measure heart rate 

nowadays is via wearable technologies or electrodes. Not all people have access 

to these devices or can interpret the outcome correctly. However, facial video 

analysis algorithms have been developed to extract the heart rate via facial 

videos. This remote photoplethysmography (rPPG) models calculate the heart 

rate of a person without making physical contact through sensors. This technique 

measures the variance of colored light on the skin through an RGB camera 

(Rouast et al., 2018). The reflection of the skin changes due to the fluctuation of 

hemoglobin in the blood flow. This periodic change of hemoglobin can be 

captured by the camera due to color change and reflects the heart rate (What Is 

RPPG?, n.d.). However, these changes are very subtle, and movement or changes 

in light can cause noise, which leads to invalid predictions. The implementation 

https://github.com/phuselab/pyVHR
https://github.com/Laura-0201/Bachelor-Thesis
https://github.com/Laura-0201/Bachelor-Thesis
https://www.thesaurus.com/
https://openai.com/blog/chatgpt
https://app.grammarly.com/
https://www.zotero.org/
https://www.zotero.org/google-docs/?fN2vP2
https://www.zotero.org/google-docs/?fN2vP2
https://www.zotero.org/google-docs/?8CNlx8
https://www.zotero.org/google-docs/?FnaQFz
https://www.zotero.org/google-docs/?OZjWH9
https://www.zotero.org/google-docs/?OZjWH9
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of an rPPG-based heart-rate measurement technique may be an advantage of the 

already existing AINAR game. Until now, most research is done on participants 

sitting still under strict environmental conditions (Deng & Kumar, 2020). For a 

rPPG model to be relevant for the AINAR application, it should also be able to 

accurately track the fluctuations of the heart rate, as this might occur when a 

person is in a waiting room of a hospital or blood donation center. 

 

Heart rate is an informative aspect of the human body, which tells a lot about the 

person's health and emotional experiences. However, as already mentioned 

nowadays heart rate is accurately measurable via wearables, which not everyone 

has access to (Ahmadi et al., 2022). Nonetheless, most people do have a phone 

with a front camera, which could record their faces at any time. Thus, it would 

be a significant advantage if a mobile device is able to measure heart rate using 

only video information, which would open up the possibility to measure heart 

rate to other researchers and clinicians. In this study, both video data and 

electrode-based heart-rate measurements are collected. This allows the 

comparison of the heart rate measured using rPPG from the video, with the heart 

rate measured with psychophysiological techniques. Furthermore, it is crucial to 

test the chosen models with data from participants undergoing an experience of 

something related to an environment in which needle insertion takes place. To 

test the model on relevant data, an experiment was set up. In this experiment 

participants were undergoing a fake blood donation, to create the dataset the 

models will be tested on. In short, this study provides a novel database collected 

using a paradigm similar to a real-life setting. Furthermore, this study will add to 

the literature assessing which type of rPPG method is most accurate on emotion-

related data.  

 
The goal of the thesis is to assess the reliability of several rPPG models when 

compared to heart rate measured with electrodes. To this aim, we use a Python-

based application called PyVHR (Boccignone et al., 2022). PyVHR is a 

framework representing a multi-stage pipeline, capturing the process of 

extracting and analyzing the video and finishing by returning a heart rate in beats 

per minute. PyVHR gives the option to use nine different extraction techniques, 

of which three are chosen to compare. The rationale behind choosing these three 

techniques will be further elaborated on in the related work section. 

 
Taking the goal into account, this thesis will address the following research 

questions. 

 
RQ1: Using the pyVHR Python-based pipeline, which rPPG model (LGI, 

POS, PCA) best captures the heart rate from participants undergoing a 

virtual blood donation? 

 
RQ2: Does the best-performing model capture the fluctuations of the 

heart rate undergoing the virtual blood donation sufficiently? 

 
Concluded are several results reflecting the research questions. One of the main 

findings concluded that LGI performed best compared to the other two models, 

POS and PCA. However, the results exhibited minimal variation and were highly 

comparable. Secondly, the correlation between the true heart rate and the 

predicted one by the model was unexpectedly low. Indicating the chosen rPPG 

models are not satisfactory enough to implement in the AINAR game. However, 

there are some drawbacks of the measuring device used to set the ground truth of 

the heart rate, thus impacting the assessment of the model’s performance as well.

https://www.zotero.org/google-docs/?JwWDVS
https://www.zotero.org/google-docs/?6YCZqj
https://www.zotero.org/google-docs/?hQrPrq
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         3 Related work 

 
Originally, electrodes are required for accurate results when measuring electrical 

heart activity using electrocardiographs (ECG). However, measurements that 

rely on physical contact are plagued by a pair of disadvantages (Yu et al., 2021). 

The topic of extracting heart rate from video files has been a rapidly developing 

technique and is called remote photoplethysmography (rPPG). It is based on 

photoplethysmography (PPG), which consists of a pulse oximetry device (van 

der Kooij & Naber, 2019). It uses infrared light to measure the volumetric 

variations in the arterial vascular network (Castaneda et al., 2018). Since a study 

revealed the feasibility of measuring PPG signals under natural light, interest in 

rPPG has grown (Verkruysse et al., 2008). 

 
In the past, several signal-processing approaches have been developed, using 

multistep pre-processing steps (such as detrending), signal extraction, and post-

processing steps (Lewandowska et al., 2011; Tsouri & Li, 2015).  The primary 

constituents of an rPPG pipeline from video material to heart rate (HR) estimation 

contain consist of subject detection, face tracking, the detection of the region of 

interest (ROI), and using the pixels within the ROIs to extract the rPPG signal or 

to develop spatiotemporal maps on which neural networks were then used to 

estimate heart rate for a review, see (Cheng et al., 2021). To address the problems 

that can be caused by motion, several end-to-end deep learning-based methods 

were developed, these models take a raw video as input and produce a heart rate 

signal as the outcome. An overview of published models since 2018 can be found 

in the appendix named ‘Table 3: Overview of rPPG models since 2018’.  
 

3.1 Open source rPPG method: pyVHR 
  

For the purpose of this thesis, we chose to use PyVHR, a Python-based 

framework  (Boccignone et al., 2022). PyVHR was selected because of the 

availability of user-friendly code, and the possibility to test nine different rPPG 

models within its pipeline. The nine traditional models are ICA (Poh et al., 2010), 

PCA (Lewandowska et al., 2011), GREEN (Verkruysse et al., 2008), CHROM 

(de Haan & Jeanne, 2013), POS (Wang et al., 2017), SSR (Wang et al., 2016), 

LGI (Pilz et al., 2018), PBV (De Haan & Van Leest, 2014), OMIT (Casado & 

López, 2023) and a deep learning-based method called MTTS-CAN (Liu et al., 

2020). 

 
The authors of pyVHR assessed the performance of the models on five 

datasets  (Boccignone et al., 2020). Their results showed that PCA, SSR, POS, 

and CHROM are the best-performing models. However, a few of the datasets 

were of more interest than others. One of these datasets (Soleymani et al., 2012) 

consisted of videos of 30 participants varying in age, in an emotion induction 

experiment and included variation in viewpoints. On this dataset, models POS 

and PCA performed the best. Another dataset, LGI (Pilz et al., 2018) consisted 

of videos with more natural behavior, including head movements and variation 

in lighting. On that dataset, the PCA achieved a fairly good correlation, and the 

POS had the lowest Mean Absolute Error (MAE). Therefore, we decided to use 

the PCA and POS models. Additionally, the LGI model was used as this is one 

of the most recent ones developed and corresponds to a dataset in which the 

participants were in a non-laboratory environment. This may have benefits 

reflecting on our dataset.  

 
 

 

https://www.zotero.org/google-docs/?WrkaGx
https://www.zotero.org/google-docs/?dInHHi
https://www.zotero.org/google-docs/?dInHHi
https://www.zotero.org/google-docs/?vA0xAu
https://www.zotero.org/google-docs/?9wPdsK
https://www.zotero.org/google-docs/?HdwPH5
https://www.zotero.org/google-docs/?wxzIQo
https://www.zotero.org/google-docs/?wt5F2e
https://www.zotero.org/google-docs/?5HlVfx
https://www.zotero.org/google-docs/?kdQ0yx
https://www.zotero.org/google-docs/?JogTbN
https://www.zotero.org/google-docs/?wrX1Ho
https://www.zotero.org/google-docs/?WcG33l
https://www.zotero.org/google-docs/?KrOiQr
https://www.zotero.org/google-docs/?G1f3Gk
https://www.zotero.org/google-docs/?OVIeck
https://www.zotero.org/google-docs/?HMYNVL
https://www.zotero.org/google-docs/?HMYNVL
https://www.zotero.org/google-docs/?5cy5U2
https://www.zotero.org/google-docs/?5cy5U2
https://www.zotero.org/google-docs/?UNSQ1m
https://www.zotero.org/google-docs/?I0nOpH
https://www.zotero.org/google-docs/?zf1U67
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3.2 Description of the chosen methods  

 
3.2.1 POS 
 

The POS method, built by Wang et al. (2017), has been widely used in recent 

years as a non-invasive and low-cost approach for monitoring heart rate using 

video-based imaging. The POS (plane-orthogonal-to-skin) approach is a signal 

decomposition model that, as the name asserts, generates a plane that is 

orthogonal to the skin tone within the RGB color space (Boccignone et al., 2022). 

First, the video file is preprocessed, and the input pixels of the video get 

normalized for changes in skin tone and lighting. Secondly, a skin segmentation 

algorithm is applied to determine the ROI. Next, a plane based on the orthogonal 

colors of the skin tone is created. The color signals of the ROI are projected on 

the created plane. The signals corresponding to the variations in color intensity 

along this plane are extracted. These signals representing the blood flow are used 

for extracting the pulse rate (Wang et al., 2017).  
Several studies have shown that the POS technique has a high accuracy score, 

due to its capabilities such as robustness to changes in light, various skin tones, 

and different camera types. Additionally, the method is computationally efficient 

and can be easily implemented (Kossack et al., 2021; Pirnar et al., 2021). 

However, there are some limitations as well. It necessitates careful calibration of 

the projection plane characteristics and is susceptible to noise from external 

sources, motion artifacts, and variations in head posture. Wang et al. (2017) tested 

eight different rPPG models, evaluating skin tone, luminance, recovery, fitness, 

and overall performance. Based on the signal-to-noise (SNR) scores of the 

models, POS performed in most cases as best or second best. The overall best 

performance was achieved by POS (Wang et al., 2017). 
 

3.2.2 PCA 
 

PCA (principal component analysis) is an rPPG model which extracts the 

pulsatile component from the skin color signal, with the use of principal 

component analysis (Lewandowska et al., 2011). The fundamental idea of the 

PCA method decomposes the signals of the skin tones into various components. 

The component with the highest variability is used as the approximation for the 

changes in blood volume due to the cardiac cycle (Rios et al., 2021). The 

preprocessing is similar to those previously described for POS, containing skin 

segmentation and normalization of the video files. Next, principal component 

analysis is applied to the filtered signals to extract the component that 

corresponds to the highest variability in the data. This component is assumed to 

serve as a reliable approximation of the pulsatile component. Lastly, by applying 

a Fourier transform, or other spectrum analysis methods to calculate the extracted 

component's spectral peak, one may estimate the heart rate (Balakrishnan et al., 

2013; Bogdan et al., 2015). Lewandowska et al. (2011) reported that the 

algorithm introduced demonstrates notable efficacy and user-friendliness for the 

routine monitoring of patients receiving home care. Lee et al. (2021) reported 

that PCA improved accuracy with respect to variations in illumination and the 

presence of motion artifacts. Furthermore, Boccignone et al. (2020) report PCA 

as one of the best models, statistically equal to POS, CHROM, and SSR. 
 
3.2.3 LGI 
 

Pilz et al. (2018) proposed the rPPG model LGI, trained to perform well under 

unconstrained natural settings (Boccignone et al., 2022). The LGI algorithm 

employs unsupervised learning to extract features from the blood flow signal that 

are invariant to the effect of differentiable local transformations (Ou et al., 2022). 

https://www.zotero.org/google-docs/?wVCphe
https://www.zotero.org/google-docs/?JmxvnD
https://www.zotero.org/google-docs/?dquTBR
https://www.zotero.org/google-docs/?YfomzV
https://www.zotero.org/google-docs/?3eEA7C
https://www.zotero.org/google-docs/?ZHYAZe
https://www.zotero.org/google-docs/?4RwBwb
https://www.zotero.org/google-docs/?rb2FDO
https://www.zotero.org/google-docs/?gPYTHC
https://www.zotero.org/google-docs/?gPYTHC
https://www.zotero.org/google-docs/?09NDsm
https://www.zotero.org/google-docs/?CyfFF1
https://www.zotero.org/google-docs/?SRq033
https://www.zotero.org/google-docs/?jIrr92
https://www.zotero.org/google-docs/?PeujPX
https://www.zotero.org/google-docs/?sHFfog
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This is achieved by re-arranging the signal into a more concentrated distribution. 

When compared with five other algorithms, including POS, the LGI algorithm 

demonstrates significant improvement in certain scenarios, particularly those 

involving head rotation and speech (Deng & Kumar, 2020). The study of Deng 

& Kumar. (2020) compared eight different rPPG models on the LGI-PGGI 

dataset made by (Pilz et al., 2018), this dataset contained six participants all 

recorded during rest, talking, head rotation, and gym activities. For the gym, 

talking and head rotation sessions LGI did outperform the other tested models. 

However, LGI did perform slightly worse in the resting stage. Found was that 

under all conditions LGI, POS, and one other model performed best, with a slight 

advantage for LGI. Despite having a better statistical performance, the LGI 

approach exhibits an estimation bias of about 4 bpm. This also explains why, in 

the resting case, the LGI approach performs a little worse (Pilz et al., 2018). 
 
3.3 Evaluation of rPPG algorithms 
 

To evaluate the accuracy of the rPPG results, they are compared to the heart-beat 

collected using a Shimmer. Common evaluation techniques are SNR, Bland-

Altman Plot, Pearson’s Correlation Coefficient, Error rate, and ANOVA (Deng 

& Kumar, 2020). The most relevant techniques for this research and also 

mentioned by Boccignone et al. (2022) are Pearson’s Correlation Coefficient and 

the Error rate measured by the Root Mean Squared Error (RMSE) and Mean 

Absolute Error (MAE). PCC measures the linear correlation between two 

variables, which in this study corresponds with the correct rising or dropping of 

the heart rate. The PCC represents the covariance from both variables divided by 

the product of their standard deviations. It returns a value between -1 and 1, 

representing the linear correlation. This thesis aims for a value as proximate as 

feasible to 1, this suggests the true heart rate has the same direction as the 

predicted one. The second evaluation matrix, RMSE, computes the square root 

of the mean of the squared differences between two values. The RMSE measures 

the discrepancy between the ground truth heart rate and the heart rate computed 

by the model  (Deng & Kumar, 2020).  Lastly, the MAE is calculated, which 

measures the average size of mistakes in a set of forecasts. In fact, the arithmetic 

mean of the absolute differences between the expected and observed values, with 

equal weight given to each individual difference (JJ, 2016).  

 
3.4 Closing the research gap 
 

Over the past decade, the technology on rPPG has been significantly improved, 

due to more datasets, camera advantages, and computational power. 

Nevertheless, there are still drawbacks and challenges within the field. Even 

though some researchers take motion, light changes, and other noise into account, 

most of them are conducted in a laboratory environment (Sabokrou et al., 2021). 

Moreover, the majority of studies focus on to what extent the average ‘beat-to-

beat’ over a long period of time is the same using rPPG or other 

psychophysiological methods. However, it is still not apparent if rPPG methods 

are adequate for capturing instantaneous HR changes (Deng & Kumar, 2020). 

Reflecting on my research, capturing fluctuating heart rates is likely to be a 

crucial factor for data from the virtual blood donation experiment. To partly close 

this research gap, we will also assess whether the signal of both methods 

corresponds in time. 

 

 

 

 

https://www.zotero.org/google-docs/?fCZ0Yx
https://www.zotero.org/google-docs/?Z5A54V
https://www.zotero.org/google-docs/?lAFZAI
https://www.zotero.org/google-docs/?gFtRwY
https://www.zotero.org/google-docs/?gFtRwY
https://www.zotero.org/google-docs/?gA3skX
https://www.zotero.org/google-docs/?gFtRwY
https://www.zotero.org/google-docs/?loaKBB
https://www.zotero.org/google-docs/?pDJ5Jd
https://www.zotero.org/google-docs/?pu8y2f
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4 Method 

 
4.1 Software 
 

The measurements of the Shimmer were recorded and stored by the software of 

the Shimmer called Concensys (Consensys Software, n.d.). For the 

preprocessing, processing, and analysis part of the video and Shimmer files, 

several codes were written in Python (Drake & van Rossum, 2009). To format 

the data properly the libraries Numpy (van der Walt et al., 2011), Pandas 

(McKinney, 2010), and datetime (Datetime, n.d.)  were used. The videos were 

preprocessed using the libraries CV2 (Bradski, 2000) and Moviepy (Zulko, 

2017). The transcription of Shimmer files was performed utilizing the libraries 

Heartpy (van Gent et al., 2018) and Neurokit2 (Makowski et al., 2021). To 

analyze and visualize the results the following packages were used: Matplotlib 

(Hunter, 2007), Scipy (Virtanen et al., 2020), Sklearn (Pedregosa et al., 2011), 

and Math (Van Rossum, 2020).  
 
4.2 Data collection 
 

4.2.1 Sample and procedure 
 

The sample consisted of N = 53 participants (M = 20.96, SD = 2.49), of which N 

= 17 were men (Mage = 21.41, SDage = 3.34) and N = 36 were women (Mage 

= 20.76, SDage = 1.95). The participants were recruited at Tilburg University, 

through SONA. After providing informed consent, the participant completed a 

questionnaire with items regarding personal characteristics and needle fear. Then, 

the baseline measure of heart rate was collected, via the Shimmer device. In the 

meanwhile, the participant was scrolling through a phone given by the 

experimenter, in which they had 4 apps (BBC News, BBC Sport, Science News, 

Flipboard) they could vary between. This phase lasted approximately 4 to 5 

minutes. It should be noted that the data is collected by four different 

experimenters, which might have influenced consistency of the data. 

 

 
 4.2.2 The virtual blood donation experiment 
 

Then, the participant underwent a virtual blood donation experiment. The aim of 

this experiment is to induce the so-called rubber arm illusion, a phenomenon that 

elicits comparable reactions to events that happen to the arm as if it was the 

participants real arm. The method of this experiment is originally from the study 

of Trost et al. (2017) and was also implemented by the study by Rudokaite et al. 

(2022). First, the participant was asked to place their arm behind the laptop 

screen. The participants visual field was limited to the screen, where a virtual 

arm was presented. The experimenter had access to twelve different video’s 

representing different skin colors, whether it was a female or male, and the left 

or right arm. To create the illusion, the experimenter copied the movements 

shown on the screen. These movements consisted of a brush, striking the arm and 

fingers of the participant, followed by disinfecting the needle insertion place with 

a wet cotton ball, and finally the needle insertion itself. However, water was used 

instead of disinfecting fluids, and a caliper was used to represent the needle. The 

participants are equally and randomly assigned to be in a synchronous (meaning 

the experimenter copied the movements on the screen exactly) or asynchronous 

condition (in which the movements on the real arm are delayed to disrupt the 

illusion). Lastly, we assessed whether the illusion was induced using the 

questionnaire Rubber-hand illusion (part 2).  

 

https://www.zotero.org/google-docs/?3iEIEw
https://www.zotero.org/google-docs/?a6DzKe
https://www.zotero.org/google-docs/?octDhy
https://www.zotero.org/google-docs/?jNW949
https://www.zotero.org/google-docs/?sVCAYr
https://www.zotero.org/google-docs/?jwOdgC
https://www.zotero.org/google-docs/?kcBYhf
https://www.zotero.org/google-docs/?kcBYhf
https://www.zotero.org/google-docs/?vA8LgM
https://www.zotero.org/google-docs/?ZB8KE8
https://www.zotero.org/google-docs/?7P0Ojm
https://www.zotero.org/google-docs/?ZOezsT
https://www.zotero.org/google-docs/?JOuRhl
https://www.zotero.org/google-docs/?ksz4AF
https://www.zotero.org/google-docs/?8rwMYF
https://www.zotero.org/google-docs/?r1Uxeb
https://www.zotero.org/google-docs/?r1Uxeb
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4.2.3 Measurement devices 
 

The faces of the participants were filmed during baseline and the experiment 

phases, using a digital camera placed on a tripod. This camera has an accuracy 

rate of 25 frames per second. Additionally, the phone during the baseline phase, 

and the laptop during the experimental phase were also recording the face. 

However, these videos will not be used in this research. Heart rate and skin 

conductance are measured using a Shimmer3 GSR+ Unit, placed around the wrist 

and attached to two of the participants fingers and one earlobe. These three 

contact points with the body monitor the skin conductance, of which the results 

get presented in a photoplethysmograph (PPG) (Shimmer3 GSR+ - IMotions, 

n.d.). The Shimmer3 GSR+ Unit has a sample rate of 128 Hz, meaning 128 

measurements per second. 
 
The relevant data conducted for one participant consisted of one facial video 

during the fake blood donation and the corresponding Shimmer file. The relevant 

data from the Shimmer file consisted of the Unix time as well as the associated 

PPG signal, from which the heart rate in bpm can be derived. 

 

 
 4.3 Preprocessing  
 

4.3.1 Preprocessing Video files 
 

The original videos were cropped to subtract the relevant part of the video 

containing only the rubber arm illusion. This was done with the Python library 

Moviepy (Zulko, 2017). Moviepy is a Python library designed for video editing. 

The function sub-clip was used to cut the beginning and end of the video. The 

start of the cropped video aligns with the commencement of the blood donation, 

and the end of the cropped video corresponds to the end of the blood donation. 

This choice was taken since it is clear that all participants data accurately reflects 

their shared experience. This resulted in videos from 2 minutes and 2 seconds up 

to 2 minutes and 59 seconds. After cropping the videos, the length of the 

participants differs due to the different videos chosen by the experimenter. By 

cutting the video irrelevant heart rates are disclosed from the dataset. 
 

4.3.2 Preprocessing Shimmer files 
 

The raw Shimmer datafiles contained Unix time and the corresponding PPG 

signal over the baseline measurements, fake blood donation, and the short time 

period in between, resulting in a file length of about 12 minutes. First of all, the 

Unix time was translated to standard time. With the use of the metadata from the 

video, the exact starting time from the video was determined. This time should 

correspond with the starting time of the Shimmer file. Therefore, the Shimmer 

file was cropped, containing only the time and PPG signal associated with the 

video. This process was carried out manually, due to the limited number of files 

and to improve accuracy. 

 
4.3.3 From PPG to bpm  
 

To check whether the generated PPG signals from the Shimmer file are adequate 

to generate a corresponding bpm the Python library Heartpy (van Gent et al., 

2018) was used. This library is designed to transform noisy PPG data to bpm. 

Gent et al. (2018) claim that Heartpy is a robust well-performing algorithm. The 

algorithm contained cleaning the PPG signal to afterward predict the bpm. 

Nevertheless, even after cleaning the PPG, the signal was either unreadable for 

https://www.zotero.org/google-docs/?QiTOFQ
https://www.zotero.org/google-docs/?QiTOFQ
https://www.zotero.org/google-docs/?qQdaL1
https://www.zotero.org/google-docs/?WDfk8t
https://www.zotero.org/google-docs/?WDfk8t
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Heartpy, or led to unbiological high bpm. As these videos do have no reliable 

ground truth, these participants were eliminated from the dataset. 

 
4.3.4 Data selection and outliers  
 

A total of N = 7 participants were excluded from analyses because the acquired 

data from the Shimmer files were of too low quality, or they resulted in heart 

rates that are biologically impossible. This was probably due to a technical 

problem with one of the Shimmers. Also, some files were missing due to 

equipment failures or mistakes by the experimenter. Furthermore, some video 

files could not be used, because the face of the participant was not properly 

filmed or the face of the experimenter was visible.   
 
The preprocessing of the data resulted in a dataset of 7 participants, which were 

classified to have valid and reliable data for both the Shimmer file and the video. 

These participants were further analyzed in the processing part. 

 

 
4.4 Data Processing 

  
4.4.1 Processing the videos with pyVHR 
 

The PyVHR model is an open-source model consist, which is freely accessible 

on Github (Grossi, 2023). The model is composed of a pipeline that accepts the 

cropped video as input and generates the corresponding bpm for each time 

window as output. There are several parameters that can be modified to attain 

varied performance outcomes. The most important parameter is ‘method’, 

corresponding to the rPPG method used out of the nine options mentioned in the 

related work section. Second, the ROI method and approach can be chosen, the 

options ‘convexhull’ and ‘patches’ were chosen respectively. The parameter 

‘bpm_type’ was left with the default setting ‘welch’. ‘Post_filt’ and ‘Verb’ were 

set to ‘True’, while ‘pre_fit’ and ‘cuda’ were set to ‘False’. Cuda must be set to 

‘False’ as this is exclusively accessible on a GPU device. It should be noted that 

implemented code of the PyVHR is slightly different from the one represented 

on the GitHub page, this was due to technical issues. This will be further 

discussed in the discussion section. Lastly, all 7 videos were run through the 

model for the 3 chosen rPPG models LGI, POS, and PCA, resulting in 21 files of 

estimated heartbeats. These files constituted an array of bpm approximately 

every 25.8 frames, which results in a bpm for a little bit more than a second as 

the video frame rate was 25 frames per second. 
 

4.4.2 Extracting bpm with Neurokit2 
 

To process the PPG signal into bpm the Python library Neurokit2 was used 

(Makowski et al., 2021). Neurokit2 is a Python package providing tools to reduce 

noise and improve signal processing. First, the raw signal of the cropped 

Shimmer file is cleaned by the function ppg_clean, which included preparing a 

raw PPG signal for peak detection. This is followed by the processes of finding 

peaks, the corresponding function is ppg_process. The function returns a data 

frame with the same length as the original PPG file, containing the bpm for each 

time point. For both two mentioned functions the default method Elgidi was 

selected. This method was chosen as their research demonstrates the highest 

accuracy (Elgendi et al., 2013).  

 

 

 

https://www.zotero.org/google-docs/?58v7rU
https://www.zotero.org/google-docs/?jJ2uTf
https://www.zotero.org/google-docs/?AF4sbQ
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4.5 Evaluation criteria 

  

The process resulted in a ground truth of a participant and three corresponding 

outputs of the pyVHR model. However, the Neurokit2 library returns a bpm for 

each input PPG value, resulting in different lengths for the Shimmer and video 

bpm files. Nevertheless, concluded was that the length of both the video and 

Shimmer data are equal, as they are cropped at the same time. To properly 

compare the video results with the ground truth, the time window in which the 

heart rate gets calculated should be the same. Therefore, the amount of bpm of 

the Shimmer file gets reduced to the same amount as the pyVHR. This is done 

by taking the mean over an epoch of the same time window as the pyVHR. 

Resulting in the corresponding bpm in time for both the ground truth and the 

estimated one.  
 
First of all, to compute the accuracy of the POS, PCA, and LGI models as 

compared to the bpm measured by the Shimmer, per participant, the Root Mean 

Standard Error (RMSE) was computed, as this gives a higher penalty to outliers. 

Additionally, to compare the linear trend over time, the Pearson Correlation 

Coefficient (PCC) was computed. Furthermore, to compare with other research, 

the Mean Absolute Error (MAE) was also computed. These techniques were 

already mentioned in the related work section. Moreover, these statistical 

analyzes were chosen based on the recommendations in the article of Boccignone 

et al. (2022). The mean and the Standard Deviation (SD) of all participants were 

taken to conclude the performance of the model. This process was done for all 

three individual models. Resulting in three mean RMSE, MAE, and PCCs with 

corresponding SD.

https://www.zotero.org/google-docs/?Jl7FI2
https://www.zotero.org/google-docs/?Jl7FI2
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5 Results 
 

5.1 Outliers 
 

Before comparing the results of the three models, outliers were assessed. For both 

the RMSE and MAE Figure 1 shows a consistent red-colored outlier, which 

corresponds with participant 16.  

 
Figure 1 

Boxplots and outliers on RMSE and MAE 

 
 

Additionally, the PPC boxplot also contains a significant outlier represented by a 

blue dot in Figure 2, corresponding to participant 11. The next section will look in 

more depth into participant 16 and conclude whether or not to exclude it from 

further analysis.  

 
Figure 2  

Boxplot and outlier on PCC 

 

 
 

 

5.2 Results per participant 
 

In this section, participants and their model performance will be highlighted to 

provide a clearer picture of the findings. Table 1 shows the performance of the 

models on each individual participant. The lowest RMSE is 8.48, achieved by LGI 

on participant 5. An RMSE of 8.48 means that the difference between the predicted 

values and actual values is on average off by 8.48 bpm. The lowest MAE found is 

6.17 from POS, representing the absolute differences. The worst RMSE of 32.94 

and MAE of 29.08 was found by the PCA model for participant 16. All heartbeat 

estimations will be off by approximately 8 to 33 bpm.  
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Table 1 

Performance metrics for each rPPG model and participant. * p-value < 0.05, ** p-value 

< 0.01 

 MAE   RMSE   PCC   

Pt. PCA LGI POS PCA LGI POS PCA LGI POS 

5 7.23 6.25 6.17 9.52 8.48 8.63 0.06 0.07 -0.01 

6 12.0 9.320 8.94 15.69 12.34 11.69 -0.04 0.16* 0.11 

11 10.86 10.13 12.29 13.69 12.72 15.43 -0.18* 0.05 0.11 

16 29.08 21.66 24.18 32.94 25.77 28.50 0.01 0.02 0.02 

39 11.66 11.17 13.64 12.24 12.18 17.16 0.13* 0.28** 0.20* 

44 8.91 7.86 11.18 10.49 9.47 13.31 -0.01 0.15 0.10 

52 14.36 14.46 18.37 17.50 17.95 21.86 0.01 -0.05 -0.02 

 

 

As is apparent from the data provided in Table 1, participant 16 performed poorly 

for all models. This could be due to the heart rates measured by the Shimmer being 

overall much lower than those extracted from the videos (and lower than what is 

normally expected), which raises the question of whether the ground truth in this 

case is biologically plausible. Therefore, given that participant 16 was also an 

outlier showed in the boxplots, the results are excluded from the follow-up 

analyses. 
 

Furthermore, the Pearson correlation coefficients are all close to zero, which means 

that there is (almost) no association between the bpm measured with the videos and 

those measured by the Shimmer. This suggests that the trend of rising and dropping 

heart rate is very poorly captured. The results are graphically represented in a 

Figure 3 and 4, illustrating the data from the models as well as the Shimmer data 

for participant 5 and 16. Figure 3 corresponding to participant 5 shows that the 

range of the Shimmer heart beats correspond to the range predicted by the models. 

However, as Figure 4 shows, the Shimmer results lay far below the heart beats 

estimated by the model. The visualizations of the other participants can be found 

in the appendix. 

 
Figure 3 

Overall extracted heart rate using LGI, POS, and PCA models compared with the Shimmer 

heart rate for participant 5. 
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 Figure 4  

Overall extracted heart rate using LGI, POS, and PCA models compared with the 

Shimmer heart rate for participant 16. 

 
 

 
In addition to the standout best and worst performers, there are noteworthy results 

among other participants that deserve mention. First of all, following participant 

16, the performance of participant 52 is consistently the lowest across all models. 

Focusing on the PCC, most of the results are not statistically significant. However, 

it can be seen that participant 39 has a significant correlation for all 3 models. The 

LGI model even has a significance of a p-value < 0.01. Another noteworthy 

outcome is the PCC of the PCA model from participant 11. As this shows 

significant results, yet is a negative correlation, implying the direction of the heart 

rate of the model does the opposite of the true heart rate. In the discussion, these 

remarkable findings will be further elaborated on. 

 
5.3 Best-performing models 

To conclude this section, the three models are compared based on their RMSE, 

MAE, and PCC (see Table 2). First off all, it can be seen that the differences 

between all models are not exceptionally significant. However, overall best 

performing for RMSE, and MAE is the model of LGI. POS and LGI can be 

classified as equally good capturing the trend of the heart rate evaluated by PCC. 

However, POS performed the worst based on RMSE and MAE. PCA is second 

best at predicting the heartbeat, yet performs very poorly when capturing the trend 

of the heart rate. 

 
Table 2 

Performance of the models excluding participant 16 MAE (Mean Absolute Error), 

RSME (Root Mean Square Error), and PCC (Pearson’s correlation). 

 RMSE  MAE  PCC  

 Mean Std Mean Std Mean Std 

LGI 12.19 3.31 9.87 2.84 0.08 0.08 

POS 14.68 4.60 11.77 4.17 0.08 0.08 

PCA 13.19 3.06 10.84 2.50 -0.01 0.10 
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6 Discussion 

 
6.1 Reflecting the resulted on the RQs 

 

The first RQ was: ‘Using the pyVHR Python-based pipeline, which rPPG model 

(LGI, POS, PCA) best captures the heart rate from participants undergoing a 

virtual blood donation?’ The best-performing model was LGI. However, this 

model does not perform significantly better than POS and PCA. The RMSE and 

MAE were slightly higher than expected, while the PCC is way worse than 

expected. Boccignone et al. (2022) tested all nine models on different datasets 

and therefore has varying results. However, the highest MAE they reported is 

21.07 for POS on the LGI-PPGI-gym (Pilz et al., 2018), and the lowest value of 

0.9 for POS on the dataset PURE-slow-trans (Stricker et al., 2014). The median 

MAE for POS, PCA, and LGI respectively is 2.07, 3.01, and 3.27. This suggests 

that our results are below the abilities of the pyVHR model. However, the PURE-

steady data is maybe not a representative comparison, as our data consisted of 

moving, sometimes talking participants, not ordered to sit completely still. As the 

LGI dataset contains moving and talking people, this is maybe a more 

represented way to compare our results.  

 

The second RQ was: Does the best-performing model capture the fluctuations of 

the heart rate undergoing the virtual blood donation sufficiently? The best-

performing model is LGI, with a corresponding best PCC of 0.08. This result is 

not statistically significant and therefore we can conclude that the model based on 

our results does not capture the fluctuations of the heart rate sufficiently. 

Comparing the results from Boccignone et al. (2022), the LGI median PCC of 

0.41. The best-tested dataset UBFC1 with a value of 0.68 and the worst of -0.04, 

followed by the second worst with a value of 0.24. Our work exhibited 

significantly lower performance in terms of correlations. Another thing to note is 

that in Boccignone et al. (2022) research, both POS and PCA have a higher 

median PCC, with 0.73 and 0.60 respectively.  

 

6.2 Highlighting participants 
 

As discussed in the result section there were notable and exceptional outcomes. 

This subsection will delve into the factors contributing to the enhanced accuracy 

of participant 5's video. Additionally, it will explore the reasons behind 

participant 39 achieving notably high correlation levels. On the other hand, 

discuss why participant 16 and 52 perform so poorly. While inspecting the 

individual videos, some remarkable things did arise. First of all, the face of 

participant 5 was filmed the most frontal of all, other participants were looking 

more down- or sidewards towards the laptop screen. Therefore, it may be 

important that the best performance is related to the angle at which the face is 

filmed. The frame of participant 16 was more zoomed out than the other videos, 

this could have an influence on the performance. The recording of participant 52 

is a little bit blurry, which could have influenced the performance of the model. 

However, the video of participant 39 was equally blurry but performed best based 

on the PPC score, which suggests sharpness does not have a huge influence. To 

conclude, the angle at which the face has been filmed does seem to have the 

greatest influence on the performance of the pyVHR model.  

 
 

 

 

https://www.zotero.org/google-docs/?broken=DjNL6O
https://www.zotero.org/google-docs/?VIi5t6
https://www.zotero.org/google-docs/?hTIRvX
https://www.zotero.org/google-docs/?broken=DjNL6O
https://www.zotero.org/google-docs/?broken=DjNL6O
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6.3 Limitations of the study 
 

Even though research suggests that the Shimmer hardware is a well-performing 

device (Ràfols-de-Urquía et al., 2019), in this study we had to discard most of the 

participants due to the poor quality of the Shimmer data. This means 

unfortunately that the results of the rPPG models are very hard to quantify, as this 

data served as the ground truth. We do need to highlight that we did not have 

access to the pro version which allows an on-site check of the recordings. 

Furthermore, we did not have access to the ECG electrodes (Consensys ECG 

Development Kits, n.d.)  but had to use the GSR module (Shimmer3 GSR+ Unit, 

n.d.) which captures bpm using PPG. Future researchers are highly advised to 

either use the pro version or to use another way of visualizing the measurements 

taken during the experiment in real-time, to check and fix any errors, and to 

possibly use ECG electrodes. 

Consequently, this study describes the results of only 7 out of 53 participants, 

which influences the reliability of the overall results. Due to the involvement of 

different experimenters in administering the experiment to the participants, the 

results obtained varied, potentially introducing biases into the collected data.  

Furthermore, the original pipeline provided by the researchers of pyVHR was not 

compatible with the hard- and software used. This led to manually installing the 

pipeline, resulting in some arguments abilities that become unavailable. One of 

these features which may have influenced the output is the window size in 

seconds. Boccignone et al., 2022 obtained the best PCC results when setting the 

window size between 7 and 10. While for us this was set to the default setting of 

5.  

 
6.4 Clinical implications 
 

The higher-order purpose of the study was to reason whether AINAR could be 

implemented with an rPPG model. Purely based on our own result it would not 

be suggested to implement one of the models in the AINAR game, as the error 

rate is too high. However, with all the limitations encountered, such as the 

number of participants, no optimal measurement materials, and the quality of the 

data, it may not be fair to judge based on this result. Furthermore, Boccignone et 

al. (2020) showed that there are rPPG models which do have sufficient results on 

different datasets. To properly conclude whether AINAR should implement an 

rPPG model and which one, the limitation first should be solved.  

 
6.5 Future work 
 

Based on the previously discussed limitation and results, there are some 

suggestions for future work. First of all, the models could not properly be 

evaluated, because the ground truth formed by Shimmer could not be fully trusted. 

Would this experiment be done once again a more accurate tracking device should 

be used, to give a valid report about the results of the model. Additionally, it is 

recommended to assign a single experimenter to conduct the experiment in order 

to minimize data variation. There was also concluded that persons who were filmed 

frontally gave the best results. The experiment contained three filming devices, the 

camera, phone, and laptop. As most participants looked at the screen during the 

experiment, the recording of the laptop may be more frontal than the video used 

from the camera on the triplot. May the original data set be used, it is suggested to 

also take into account the camera recordings of the laptop. A possible downside to 

this is the quality of these recordings. Furthermore, this research only looked at 

three rPPG models, while future research could also investigate the other six 

models proposed in the pyVHR pipeline. Additionally, recent research showed an 

effective rPPG method based on deep learning, which could also be an interesting 

application for our exclusive dataset (Sun et al., 2023). 

https://www.zotero.org/google-docs/?Gfq4eC
https://www.zotero.org/google-docs/?v12WMk
https://www.zotero.org/google-docs/?v12WMk
https://www.zotero.org/google-docs/?jRKR8f
https://www.zotero.org/google-docs/?jRKR8f
https://www.zotero.org/google-docs/?3v3RYk
https://www.zotero.org/google-docs/?gh9RMf
https://www.zotero.org/google-docs/?gh9RMf
https://www.zotero.org/google-docs/?6MgIxQ
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7 Conclusion 
 

The aim of this study was to find the best rPPG model to implement into the game 

AINAR. As a result, the research goal was established; investigating which of the 

three chosen rPPG models (POS, PCA and LGI) performed best using the pyVHR 

framework. Performance was evaluated based on the accuracy of the bpm and the 

correlation of the fluctuation of the heart rate. The results showed that the LGI 

model slightly outperformed the other two tested models POS and PCA, both at 

accuracy and correlation. However, related work showed better performance for 

all three models on various datasets (Boccignone et al., 2022). Moreover, there 

were several limitations such as the number of participants and valid heart rate 

tracking devices. This sparked a discussion regarding the feasibility of effectively 

evaluating the models. Additionally, this research added exclusive data to the 

existing field, as the derived data consisted of participants showing real emotions 

while undergoing a fake blood donation, such as fear and anxiety. To make 

informed decisions about the most suitable rPPG model and its implementation 

into AINAR, it is crucial for future research to consider the mentioned limitations 

and thoroughly assess the performance differences among the models. 
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Appendix A 

  
Table 3: Overview of rPPG models since 2018 

Name Jaar Short description Performance Public 

code 

Ref Include? 

End-to-end systems 
 

DeepPhys 2018 DeepPhys consist of 

a forward 

convolutional neural 

network (2D-CNN). 

To process motion 

more efficiently, an 

algorithm based on 

skin reflection is 

represented. 

Performed better 

than older 

methods in the 

(Chen & 

McDuff, 2018) 

paper, but does 

not perform 

better as tested 

in (Yu et al., 

2023)  

yes (Chen & 

McDuff, 

2018)  

 

 

No 

PhysNet 2019 PhysNet is an end-

to-end model, which 

takes the RGB 

values of the face 

and maps these into 

a rPPG output. 

Compared to 

DeepPhys, 

STVEN-

rPPGNet, IPPG-

3D-CNN, 

Physnet 

performs the 

best.(Ni et al., 

2021) 

 

Also performs 

well on the 

PURE dataset 

(Sun & Li, 

2022), but does 

not perform 

better as tested 

in (Yu et al., 

2023) 

yes (Yu et al., 

2019) 

No 

STVEN+rPPGNet 2019 
 

Does not give 

better results 

than other 

models 

evaluated in 

(Sun & Li, 

2022)  

 
(Cheng et 

al., 2021) 

No 

AutoHR 2020 
 

does not 

perform better 

as tested in (Yu 

et al., 2023) 

 
(Yu et al., 

2020) 

No 
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Meta-rPPG  2020 Employs a meta-

learner   

Lower SD, 

MAE and 

RMSE than 

PhysNet, 

DeepPhys (and 

older methods). 

Performs best on 

the MAHNOB 

dataset as tested 

in (Yu et al., 

2023) 

yes (Lee et al., 

2020) 

No 

PyVHR 2020 PyVHR is a Python 

based framework, 

which uses nine 

different rPPG 

models within its 

pipeline. The nine 

traditional models 

are: ICA, PCA, 

GREEN, CHROM, 

POS, SSR, LGI, 

PBV, OMIT and a 

deep learning based 

method called 

MTTS-CAN. 

PCA, SSR, POS 

and CHROM 

are the best 

models 

according to 

(Boccignone et 

al., 2020) 

 

However most 

articles do not 

explicitly 

describe the 

performance. 

yes (Boccignone 

et al., 2022) 

Yes 

Pulsenet  2022 This method is based 

on spatiotemporal 

convolution. It 

presents a robust 

heart rate by limiting 

the average bpm and 

PPGI. To suppress 

noise in the data, 

skin segmentation 

and an attention 

mechanism was 

introduced. 

Has a pearson 

coefficient of 

0.8. MAE 6.51. 

(on dataset 

PURE). 

Therefore better 

than deephys  

 
(Yin et al., 

2022) 

No 

VideoTransformer 2022 
 

Does not 

perform better 

as tested in (Yu 

et al., 2023) 

 
(Revanur et 

al., 2023) 

No 

PhysFormer 2023 
 

Performs better 

than most other 

of the 14 tested 

methods on 

several datasets 

yes (Yu et al., 

2023) 

Yes 

 

Other (not end to end ) methods   
Model 

    

RythmNet 2019 Spatiotemporal map 

based, CNN-RNN 

model (trained to 

incl diverse 

illumination and 

pose) 

Does not 

perform better 

on VIPL-HR, 

but has good 

correlation score 

on MAHNOB 

dataset, as tested 

in (Yu et al., 

2023) 

yes (Niu, Shan, 

et al., 2020) 

No 

ST-Attention 2019 
 

Does not 

perform better 

 
(Niu et al., 

2019) 

No 

https://www.zotero.org/google-docs/?broken=ZnDPPJ
https://www.zotero.org/google-docs/?broken=ZnDPPJ
https://www.zotero.org/google-docs/?broken=etuNGW
https://www.zotero.org/google-docs/?broken=etuNGW
https://www.zotero.org/google-docs/?broken=PfNmw6
https://www.zotero.org/google-docs/?broken=PfNmw6
https://www.zotero.org/google-docs/?broken=O4ls0R
https://www.zotero.org/google-docs/?broken=O4ls0R
https://www.zotero.org/google-docs/?broken=wYkVaT
https://www.zotero.org/google-docs/?broken=wYkVaT
https://www.zotero.org/google-docs/?broken=GNRz8t
https://www.zotero.org/google-docs/?broken=GNRz8t
https://www.zotero.org/google-docs/?broken=hvTdxB
https://www.zotero.org/google-docs/?broken=hvTdxB
https://www.zotero.org/google-docs/?broken=6JNCKW
https://www.zotero.org/google-docs/?broken=6JNCKW
https://www.zotero.org/google-docs/?broken=CaA0FK
https://www.zotero.org/google-docs/?broken=CaA0FK
https://www.zotero.org/google-docs/?broken=lnPiGj
https://www.zotero.org/google-docs/?broken=lnPiGj
https://www.zotero.org/google-docs/?broken=N1zV3s
https://www.zotero.org/google-docs/?broken=N1zV3s
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as tested in  (Yu 

et al., 2023)  
PP-net 2020 Deep learning 

model, Long-term 

recurrent 

convolutional 

network.  

Perform best on 

most datasets as 

tested in  (Sun & 

Li, 2022; Yu et 

al., 2023) 

Yes (Panwar et 

al., 2020) 

Yes 

NAS-HR 2021 
 

Does not 

perform better 

as tested in (Yu 

et al., 2023) 

 
(Lu & Han, 

2021) 

No 

CVD 
    

(Niu, yu, et 

al., 2020) 

No 

Contrast- Phys 2022 Unsupervised, 

3DCNN, using 

contrastive loss 

Has good scores 

on correlation 

on most datasets 

yes (Sun & Li, 

2022) 

No 

(nameless) 2022 CNN + LSTM Good recording 

the authors. 

? (Yen et al., 

2022) 

No 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

https://www.zotero.org/google-docs/?broken=4KOLZG
https://www.zotero.org/google-docs/?broken=4KOLZG
https://www.zotero.org/google-docs/?broken=sE7XcQ
https://www.zotero.org/google-docs/?broken=sE7XcQ
https://www.zotero.org/google-docs/?broken=sE7XcQ
https://www.zotero.org/google-docs/?broken=jAC61m
https://www.zotero.org/google-docs/?broken=jAC61m
https://www.zotero.org/google-docs/?broken=Bnrwyy
https://www.zotero.org/google-docs/?broken=Bnrwyy
https://www.zotero.org/google-docs/?broken=0IbWO4
https://www.zotero.org/google-docs/?broken=0IbWO4
https://www.zotero.org/google-docs/?broken=InEQ7K
https://www.zotero.org/google-docs/?broken=InEQ7K
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Appendix B 

 
Figure 5 
Overall extracted heart rate using LGI, POS, and PCA models compared with the Shimmer 

heart rate for participant 6. 

 
 

 

 
Figure 6 
Overall extracted heart rate using LGI, POS, and PCA models compared with the Shimmer 

heart rate for participant 11. 

 
 

Figure 7 
Overall extracted heart rate using LGI, POS, and PCA models compared with the Shimmer 

heart rate for participant 39. 
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Figure 8 
Overall extracted heart rate using LGI, POS, and PCA models compared with the Shimmer 

heart rate for participant 44. 

 
 

 
Figure 9 
Overall extracted heart rate using LGI, POS, and PCA models compared with the Shimmer 

heart rate for participant 52. 

 


