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U S I N G E X P L A I N A B L E
R E C O M M E N D AT I O N S I N T H E

W I N E I N D U S T RY

britt moeskops

Abstract

Purchasing wine is often a challenging decision for many wine
consumers. However, current technology offers new opportunities
using recommendation systems. Explanations and reasoning for wine
recommendations are still missing, even though it can increase trans-
parency, scrutability and trust. Therefore, this thesis discusses (ex-
plainable) wine recommendations models with help of two datasets.
The datasets contain information about different wines, users reviews
and ratings from the WineEnthusiast and Vivino website respectively.

Two collaborative filtering models and a hybrid recommendation
model are discussed in this thesis. The collaborative filtering recom-
mendation model based on the SVD algorithm can only return the
predicted rating for a specific user and specific wine. The collabora-
tive filtering recommendation model based on the k-nearest neighbor
algorithm returns the most similar users to the test user. The hybrid
model uses a content-based analysis combined with the k-nearest
neighbor algorithm to get the most similar review. Based on the most
similar user and review, an explanation recommendation sentence
can be build.

The main finding is that the hybrid recommendation model out-
performs the collaborative filtering recommendation model as the
explainable recommendations are more accurate. Resulting in more
effective recommendations and an easier purchase decision for wine
consumers.
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data source/code/ethics statement

Work on this thesis did not involve collecting data from human participants
or animals. The original owner of the data and code used in this thesis
retains ownership of the data and code during and after the completion of
this thesis. The author of this thesis acknowledges that they do not have
any legal claim to this data or code. All images used in this thesis are
created by the author.

The first dataset, WineEnthusiast, used in this thesis was obtained from
Zack Thoutt (2017) and is is publicly available on www.Kaggle.com. It is
allowed to share and adapt the dataset as long as appropriate credit to the
author is given and the material is not used for commercial purposes.

The second dataset is collected by web scraping www.Vivino.com. All
data that is scraped from the website is publicly available.

Lastly, code from Roald Schuring (2019) is used in this thesis. The code
is publicly available on www.towardsdatascience.com and www.Github.com.
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1 introduction

Section 1.1 explains the problem statement of this thesis and discusses
the relevance of this problem. Besides that, the research questions are
developed in section 1.2. Lastly, the main findings of this thesis are
summarized in section 1.3.

1.1 Context

Enjoyment is the most important reason for consuming wine and there-
fore it is crucial that the consumer likes the purchased wine (Charters &
Pettigrew, 2008). However, purchasing wine is a challenging decision for
many wine consumers. Imagine you are standing in the supermarket in
front of the wine section because you want to buy some wine. Probably,
the first question that pops up in your head is ”where do I even start
with this purchase decision process?”. There are thousands of different
wines to choose from with different characteristics, such as the grapes that
are used or the year of production. Besides the large assortment, wine
is also an experiential good which cannot be fully experienced without
tasting it (Cooper-Martin, 1991). As a result, the absence of tastings or
prior experience with the wine, makes it hard to try new, unknown wines.

Katarya and Saini (2021) address that even though it is possible that
your friends taste will not match yours, people use the advice from friends
for trying a different wine after some time. However, modern technology
has instigated that customers make purchase decisions in a different way
(Higgins, Wolf, & Wolf, 2014). The rise of wine applications (apps) offers
wine consumers the opportunity to learn more about wine, discover new
wines and record their own tastings (Higgins et al., 2014). In addition,
because of the current technology, recommendation systems are developed
which recommend wine to users based on previous wine history and
ratings or similar characteristics (Nagarnaik & Thomas, 2015). But when
the recommendation system shows you five different bottles of wine, which
one do you choose to try? Argumentation for these recommendations is
still missing which results in less effective recommendations and for the
consumers it is still hard to make a purchase decision.

Netflix, the online streaming website, is a popular example using an
explainable recommendation system (www.Netflix.com, n.d.). It recom-
mends movies or series based on your personal history and ratings. More
importantly, it also shows why these particular movies or series are recom-
mended. For example: ’Because you watched ‘Batman Begins’, ‘Spider-man’
is recommended.’ (Lee & Jung, 2018). As a result, the recommendations
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are more transparent and more effective (Ren, Liang, Li, Wang, & de Rijke,
2017).

The Vivino app has created a matchmaking feature to recommend
wine to their users (www.Vivino.com, n.d.). However, this recommendation
feature lacks reasoning and explanations as it only shows whether a bottle
of wine is a great, average or low match with the app user. Cruz, Van, and
Gautier (2018) and Katarya and Saini (2021) have looked into wine recom-
mendation systems. However, no research is done on explainable wine
recommendation systems. Therefore, this thesis aims to close this literature
gap by discussing two explainable wine recommendation systems and one
non-explainable wine recommendation system. In addition, to evaluate
the performance of the recommendation systems, a new evaluation metric
is proposed as it is very hard to evaluate explainable recommendations
according to Ekstrand, Riedl, and Konstan (2011).

1.2 Research questions

As stated above, purchasing wine is a challenging decision and the rise of
technology offers new opportunities. Other industries are already working
with explainable recommendation systems, yet the wine industry is staying
behind. Explanations and reasoning for wine recommendations are still
missing while artificial intelligence (AI) can help to make recommendations
more effective for users. Therefore, the problem statement that will be
pursued in this thesis is:

How can a collaborative filtering, an explainable collaborative filtering
and an explainable hybrid recommendation model, based upon user
preferences, user similarities and wine reviews respectively, be used
to make the most accurate explainable recommendations in order to
simplify the wine purchasing decision for wine consumers?

The following research questions follow from the problem statement:

RQ1 What is the difference between a collaborative filtering recommendation
model based on the SVD algorithm and an explainable collaborative filtering
recommendation model based on the k-nearest neighbor algorithm in terms
of recommending new wines to wine consumers?

RQ2 Comparing an explainable user-based collaborative filtering recommendation
model and an explainable hybrid recommendation model, which model makes
the most accurate recommendations for wine consumers measured in terms
of overlapping keywords in the recommendation explanations?
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1.3 Findings

This thesis discusses three different recommendation models, two collab-
orative filtering models and a hybrid model. The collaborative filtering
recommendation model based on the SVD algorithm only returns the
predicted rating for a specific user and specific wine. The user-based col-
laborative filtering recommendation model based on the k-nearest neighbor
algorithm returns the most similar users to the test user. Therefore, the
algorithm is more informative as an explanation sentence can be build
based on this information.

Based on a content-based filtering approach and an item-based col-
laborative filtering approach a more robust framework is build for the
hybrid model (Das, Sahoo, & Datta, 2017). In short, the content-based
approach creates review embeddings from the user’s reviews which is in
line with Rehurek and Sojka (2011). With help of the tf-idf representa-
tion, the item-based collaborative filtering approach searches for the most
similar reviews with the k-nearest neighbor algorithm (Felfernig et al.,
2014). Recommendations are made based on the most similar reviews.
Argumentation for these recommendations are created by personalizing a
sentence explanation as stated by Zhang and Chen (2018).

Comparing the user-based collaborative filtering recommendation model
and the hybrid recommendation model, the conclusion is that the hybrid
model is giving the most accurate recommendations in terms of overlap-
ping keywords in the explanations sentences. With help of the explanation
sentences, consumers can make easier purchase decisions because the
recommendations are more transparent and effective (Ren et al., 2017).
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2 related work

This section reviews previous research regarding the problem statement.
In section 2.1, recommendation systems are explained and the benefits of
using them. Followed by the different types of recommendation systems
in section 2.2. Previous research regarding wine recommendation systems
is discussed in section 2.3 and explainable recommendation systems in
section 2.4. Lastly, the evaluation of recommendations is discussed in
section 2.5.

2.1 Recommendation systems

Due to technology, smartphone apps have become essential in our daily life
and they are available at all time, even while shopping (Alrumayh, Lehman,
& Tan, 2021). For instance, the wine app Vivino makes it able to photograph
wine labels in order to receive information about that particular wine
(Ginters, 2020). Besides identifying wine, users can rate and review wines
as well as share experiences on the Vivino platform (Kotonya, De Cristofaro,
& De Cristofaro, 2018). In addition, because of the current technology,
recommendation systems are developed. Recommendation systems are
software tools and techniques that identify the user’s interests and suggest
products to customers based on these interests (Das et al., 2017; Nagarnaik
& Thomas, 2015; Tan, Guo, & Li, 2008). The recommendation systems use
large sets of information to reduce complexity for the users by selecting
the relevant information to match the user’s needs (Davoodi, Kianmehr, &
Afsharchi, 2013). It helps website visitors to obtain relevant information
following an easier search process to the destination (Nagarnaik & Thomas,
2015). Therefore, it is much easier to filter through the huge amount of
different product or item choices resulting in an increased user satisfaction
(Das et al., 2017; Ricci, Rokach, & Shapira, 2015). Another benefit is that
personalized marketing advertisements result in achieving maximum profit
for the company (Das et al., 2017). For instance, for Netflix it is critical to
connect subscribers with movies that they will love because the subscribers
will otherwise abandon the service (Bennett, Lanning, et al., 2007). For the
wine industry the same applies as consumers can easily choose to switch
to another (alcoholic) drink.

2.2 Recommendation methods

Various approaches for building a recommendation system are developed
in the literature (Isinkaye, Folajimi, & Ojokoh, 2015). Figure 1 illustrates
that two different recommendation systems - non-personalized and person-
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alized - exist (Khatwani & Chandak, 2016). Non-personalized recommenda-
tion systems are relevant to all users as it creates a top N items of popular
items. Personalized recommendation systems in contrast, suggest items for
users based on their past behavior, their preferences and the relationship
to other users (Das et al., 2017). Personalized recommendation systems can
be divided into a content-based filtering approach, a collaborative filtering
approach and a hybrid approach (Nagarnaik & Thomas, 2015).

Figure 1: Recommendation methods (Arekar et al., 2015)

Content-based filtering uses the customer’s interest and past experience
to suggest similar items (Das et al., 2017). According to Das et al. (2017),
the benefit of using a content-based filtering approach is that other user’s
data is not required and there is no data sparsity issue. However, content
analysis must be done in order to define the item features (Das et al., 2017).
The study of Ricci et al. (2015) states that in most of these cases simple
keywords are extracted from item’s descriptions. The most used algorithm
in a content-based approach is the term frequency - inverse document
frequency (tf-idf) representation (Pazzani & Billsus, 2007). This means
that words are converted into a numerical feature value based on its term
frequency in the given text (Forman, 2008).

The collaborative filtering approach makes use of the user’s interest and
similar decisions made by other users while evaluating items (Nagarnaik &
Thomas, 2015; Pazzani & Billsus, 2007). This can be based on a user-based
approach or an item-based approach. ”A user-based collaborative filtering
approach identifies the k-nearest neighbors of the active user and, based
on these nearest neighbors, calculates a prediction of the active user’s
rating for a specific item.” (Felfernig et al., 2014, p.17). The item-based
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collaborative filtering approach searches for items that received similar
ratings. The most used algorithm for collaborative filtering is the k-nearest
neighbor according to Thorat, Goudar, and Barve (2015). The k-nearest
neighbors method has the advantage of being simple and transparent
while giving reliable results (Chemeque Rabel, 2020). Das et al. (2017) state
that the benefit of the collaborative filtering approach is that items can be
estimated very accurate due to the user’s ratings. The drawbacks however,
are the cold start problem and the scaleability problem. The cold start
problem happens when there is an initial lack of ratings and no reliable
recommendations can be made (Bobadilla, Ortega, Hernando, & Bernal,
2012). The scaleability problem occurs when a large number of users
and items are being computed (Xue et al., 2005). On the one hand, Van
Den Oord, Dieleman, and Schrauwen (2013) conclude that collaborative
filtering approaches are outperforming the content-based recommendation
systems. On the other hand, Basu, Hirsh, Cohen, et al. (1998) highlight
that using explicit data as well as other forms of information can result in
a content-based model which outperforms a collaborative filtering model.

The hybrid approach operates with both recommendation systems.
Combining both a content-based and a collaborative filtering approach can
greatly increase the accuracy of the results (Chemeque Rabel, 2020). Vall
et al. (2019) agree that hybrid recommendation systems can outperform
collaborative filtering approaches. The hybrid model builds a more robust
framework as one method can reduce the weaknesses of the other model
(Das et al., 2017).

2.3 Wine recommendation systems

Chen, Rhodes, Crawford, and Hambuchen (2014) predict whether a wine
scored above or below certain points based on wine reviews using different
clustering algorithms and association rules. Their paper makes use of
wine sensory analysis which means that a consumer is able to describe
the wine after tasting it. ”This does not only include flavors and aromas
but also characteristics such as acidity, tannin, and structure.” (Chen et al.,
2014, p.2). Multiple studies are using the Wine Aroma Wheel (Chen et al.,
2014; Noble et al., 1987). Table 1 illustrates how the Wine Aroma Wheel
looks like. This wheel contains unique fragrances which can be found in
wine and can therefore perfectly describe a wine in words (Noble et al.,
1987). The wine could for instance contain fragrances of fruit, but there
are a lot of subsections of what kind of fruit it can be such as red fruit
or melon. These subsections have subsections of it own; red fruit could
be divided into raspberry or cherry. The Wine Aroma Wheel contains all
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different flavors, aromas or characteristics which can be found in wine and
is therefore very informative.

Table 1: Example of the Wine Aroma Wheel (Noble et al., 1987)

Fruit

Dark fruit
Plum
Black currant

Red fruit
Raspberry
Cherry

Melon
Watermelon
Honeydrew melon

Citrus fruit
Lemon
Grapefruit

Caramel
Honey

Honeycomb
Beeswax

Chocolate
Dark chocolate
Cocoa

Besides predicting wine ratings, only two papers discuss wine recom-
mendation systems. Cruz et al. (2018) process the vocabulary of experts and
non-experts to use word embeddings techniques in order to create a wine
recommendation system. The study of Cruz et al. (2018) uses Word2Vec to
transform the vocabulary of experts and non-experts into a vector space.
Word2Vec is the main technique to calculate the similarity and relevance of
words meaning and is for instance also used for recommending university
courses (Jatnika, Bijaksana, & Suryani, 2019; Pardos, Fan, & Jiang, 2019).
Based on a hybrid recommendation model, the recommendation system
computes the cosine similarity between the description vector of an item
and a user profile (Cruz et al., 2018). An item that is more similar to an
item that was preferred, is more relevant to the user.

The other wine recommendation system is the Greedy Clustering Wine
recommendation System by Katarya and Saini (2021). This study uses
principal component analysis and K-means clustering algorithms. Data
including the quality of the wine, which is given by wine experts and wine
characteristics, such as amount of percentage of alcohol and amount of
acid in the wine are used. The main conclusion of this research is that
the personalized suggestions are getting better when the number of users
increases (Katarya & Saini, 2021).

2.4 Explainable recommendation systems

Besides the rise of technology, society is currently also using more AI
systems on a daily basis with rapid developments in image recognition,
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speech analysis and recommendation systems (Adadi & Berrada, 2018;
Došilović, Brčić, & Hlupić, 2018). However, such AI systems usually lack
transparency; it allows to make predictions but the explanation behind
a certain prediction or recommendation is missing (Adadi & Berrada,
2018). Explainable AI proposes a shift towards more transparent AI to
produce more explainable models. Explainable recommendations address
why particular items are recommended (Zhang & Chen, 2018). Xu et al.
(2019) mention that it is important that users understand the underlying
reason when AI recommends a decision. Wrong decisions can be costly
and dangerous and therefore verifying that the recommendation system
is working as expected is needed. In addition, explanations make the
recommendations more transparent and effective (Ren et al., 2017). Users
can make decisions based on these explanations which are for instance in
line with their mood (Ren et al., 2017).

As a result, more research is done on explainable recommendation
systems. The study of Hong, Akerkar, and Jung (2019) uses the user’s
movies history to explain which movie would be recommended and why.
Their study builds its explanations on explanation sentences such as: ‘’You
may like the movie ‘Call Hell’ today because you have enjoyed this kind
of horror movies.” (Hong et al., 2019, p.7). The recommendations are
made based on different elements in the movie domain such as genre. The
study concluded that the performance of an explainable recommendation
system for movies outperforms other methods. The study of Vig, Sen,
and Riedl (2009) uses movie tags as features to explain the recommended
movie based on a k-nearest neighbor algorithm. The movie features are
ranked between 1-5 stars based on the user’s preference, which explains
why it is relevant for the user. The model helps to promote the goals of
effectiveness and mood compatibility and is therefore very useful (Vig et
al., 2009). Next to movie tags, generating (personalized) sentences or visual
explanations such as histograms or product images, are the most common
recommendation explanations (Zhang & Chen, 2018).

Both research papers highlight that explainable recommendation sys-
tems increase transparency, scrutability and trust and ease the purchase
decision process.

Based on the benefits of using AI in recommendation systems, research
questions 1 and 2 are developed to examine the difference in the recom-
mendations itself and which recommendation model performs best in the
wine industry.
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2.5 Recommendations evaluation

Shani and Gunawardana (2011) mention that the success of a recommen-
dation system depends on what the goal is. For instance, discovering
similar items could be relevant but discovering new diverse items could
be relevant as well. Therefore, the set of relevant properties should be
set based on what the goal of the recommendation system is. When the
properties are set, the performance of the system can be evaluated (Shani &
Gunawardana, 2011). However, evaluating the explanations of recommen-
dations itself is very hard. Ekstrand et al. (2011) even argue that it cannot
be measured how users respond to recommendations. Online and offline
evaluation approaches are described by Zhang and Chen (2018). However,
both approaches depend on the actual feedback of users in experimental
groups. To conclude, no standard evaluation for explainable recommenda-
tions can be found in the literature. Therefore, this thesis will propose a
new evaluation method.
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3 method

This section discusses the methodology of this thesis. First, the datasets are
described in section 3.1. Followed by highlighting the important findings
during the performed exploratory data analysis (EDA) in section 3.2. In
section 3.3 the preprocessing steps are motivated. Next, the experimental
procedure is explained including the evaluation metrics in section 3.4.
Lastly, section 3.5 gives an overview of the software used in this thesis.

3.1 Dataset description

This thesis is using two different datasets. The first dataset is obtained from
www.Kaggle.com. The data was scraped from www.WineEnthusiast.com
on November 22nd, 2017 by Zack Thoutt. WineEnthusiast.com is an online
magazine which covers wine, food, travel and entertaining topics. Different
variables were scraped from the website such as the wine name, item
ratings given by a user, the username and the user’s review. Before doing
EDA, the dataset consists of 129,971 observations containing 10 different
variables. Table 2 presents an overview of the dataset with the variable
names, the variable types and the description of each variable. For instance,
the column ’variety’ represents the grapes used in the wine and is an object.
The advantage of this dataset is that it contains multiple wine reviews per
user. The drawback however, is that all users review different wines in the
dataset with only a few exceptions where a wine is rated by two users or
more. Because of this limitation, a second dataset is used in this thesis.

Table 2: Variables available in the WineEnthusiast dataset

Column Type Description
Country Object Country where the wine is produced
Description Object The written review of a customer
Points Int 64 The rating for a wine given by a unique customer
Price Float 64 Price of the wine per bottle
Province Object Province where the wine is produced
Region 1 Object Region where the wine is produced
Taster name Object Name of the customer
Title Object The name of the wine
Variety Object The grapes used in the wine
Winery Object The winery which produced the wine

The second dataset is collected by web scraping the website www.Vivino.com.
Vivino is an online wine marketplace which makes use of crowd-sourced
data from millions of wine drinkers around the world. The web scraping
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was done on September 27th, 2021. Just like the first dataset different vari-
ables were obtained from the Vivino website. An overview of all variables,
variable types and the description of each variable are illustrated in Table
3. Before doing EDA, the dataset consists of 29,064 observations with 14

variables. In contrast to the first dataset, this dataset contains multiple
available reviews per wine.

Table 3: Variables available in the Vivino dataset

Column Type Description
Wine ID Int 64 Each wine owns a unique wine id number
Wine Object The name of the wine
Winery Object The winery which produced the wine
Year Int 64 The year wherein the wine was produced
Price Float 86 Price of the wine per bottle
Country Object Country where the wine is produced
Rating Float 64 The average rating of the wine
Num review Int 64 The total number of different reviews of the wine
User rating Float 64 The rating for a wine given by a unique customer
Note Object The written review of a customer
Created at Object The date and time of which the review was published
Language Object The language of the review
Username Object The username of the reviewer on the website

To avoid confusion regarding the datasets, the first dataset will be
called the WineEnthusiast dataset while the second dataset will be called
the Vivino dataset in the following sections.

3.2 EDA

After collecting the datasets, EDA is performed to get familiar with and
get a more in-depth understanding of both datasets. It is important to do
EDA as ‘’the more one knows about the data, the more effectively data can
be used to develop, test and refine theory.” (Hartwig & Dearing, 1979, p.9).
The main findings are presented below.

The percentage of missing values for the WineEnthusiast dataset is
calculated and plotted in Figure 9, which can be found in the Appendix.
One important variable is missing data in the dataset, namely the user
column. 20% of the users is unknown, which could lead to the cold start
problem in the collaborative filtering approach (Bobadilla et al., 2012). For
the content-based approach it would not be a problem as no user’s data is
required (Das et al., 2017). The Vivino dataset is not missing any values as
Figure 10 in the Appendix shows.
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The numbers of reviews per user is plotted in Figure 11 in the Appendix
for the WineEnthusiast dataset. The most remarkable finding is that
the majority of the users reviewed more than 1,000 wines and one user
reviewed even over 25,000 wines. In the Vivino dataset, the users did not
review as much wines per person. Within the 30,542 users, 28,208 are
unique which means that only 7,64% of the users reviewed more than 1

wines.
Furthermore, the number of unique wines and varieties are calculated

for the WineEnthusiast dataset. From the 129,971 wines, 118,840 are unique
which means that only 8,56% is reviewed more than 1 time. The variety of
wines are, in contrast, more often the same as the grapes used in wine are
divided into categories such as ’Merlot’ and ’Pinot Gris’. Figure 12 in the
Appendix shows this distribution plot. In the Vivino dataset it is the other
way round; the dataset only contains 23 unique wines. Figure 13 in the
Appendix illustrates the number of reviews per unique wine. To conclude,
even though the datasets contain the same information about wines, the
datasets are different.

The distributions of the ratings are also plotted. The distribution of the
frequency of ratings in the WineEnthusiast dataset is plotted in Figure 14

in Appendix. The conclusion of the distribution is that most ratings are
between 86 and 91 out of 100. For the Vivino dataset the range is between
1 and 5, however, most ratings are set between 3.2 and 4.0 in Figure 15 in
the Appendix. This means that both datasets make use of a different rating
scale.

Lastly, a plot based on the reviews is created with help of word cloud.
It shows the words who are mentioned in the user’s reviews. The bigger
the size of the word, the more frequent it is mentioned in the reviews.
Figure 16 and Figure 17 in the Appendix show the word cloud of the
WineEnthusiast dataset and the Vivino dataset respectively. The figures
illustrate that the wines are described in the same way such as ‘red fruit’
and ‘red berry’.

3.3 Preprocessing

Now that there is a more in-depth understanding of the datasets, the next
step is to preprocess the data to be able to run the models in this thesis.
The first step is to filter all the English reviews from the Vivino dataset as
it contains reviews in multiple languages. The reason behind this is that
the language needs to be specified for certain functions that will be used.
Besides that, it is very hard to check whether the algorithms work between
the different functions if the words are not readable.
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Secondly, the ratings for wine items in both datasets are normalized
with the Min-Max feature scaling technique. The reason behind this
decision is that both datasets use different ranges for rating the wines.
In order to be able to compare them with each other, the ratings are set
between 0 and 1. Using other scaling techniques would result in an unfair
rating distribution.

As explained in the EDA section, the WineEnthusiast dataset is missing
data for the user column. This could result in the cold start problem in
the collaborative filtering models. Therefore, all rows are deleted when
the user is unknown in order to prevent this problem. This will only be
done at the collaborative filtering models and not the hybrid model as this
model does not require user’s data.

Lastly, because this thesis makes use of two datasets, one dataset will be
the training set and the other dataset will be the test set. The datasets cannot
be merged as the datasets contain different features. The WineEnthusiast
dataset will be used as the training dataset. Based on this dataset, the
models will be trained and fine tuned. The Vivino dataset is used once
the models are fine tuned and parameters are chosen. The Vivino dataset
is therefore the test set as the data is unknown to the models. For all
users in the Vivino dataset a recommendation will be made based on the
information of the Vivino dataset. Followed by evaluating the performance
of the model based on these recommendations.

Further required preprocessing steps will be explained in the experi-
mental procedure per specific model.

3.4 Experimental procedure

This thesis implements the following three models:

1. A collaborative filtering recommendation model

2. An explainable user-based collaborative filtering recommendation
model

3. An explainable hybrid recommendation model

The three models are explained and choices are motivated in the follow-
ing subsections. In addition, the evaluation metric per model is described.

3.4.1 Model 1: A collaborative filtering recommendation model

The first model is a collaborative filtering recommendation model without
explanations. The goal of this recommendation system is to predict the
missing ratings for all remaining user-item pairs (Hug, 2020). A collab-
orative filtering approach is chosen as it can estimate the user’s ratings
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very accurately and make reliable recommendations (Das et al., 2017). In
addition, this is the most used recommendation method at the moment
(Sánchez-Moreno, González, Vicente, Batista, & García, 2016).

This recommendation system is based on the singular value decomposi-
tion (SVD) algorithm which is a collaborative filtering technique (Guan, Li,
& Guan, 2017). This is a matrix factorization algorithm which is performed
by a stochastic gradient descent (Hug, 2020). The SVD algorithm has
gained a lot of attention the past years as it resulted in a more accurate
movie recommendation system (Ranjan, Rai, Haque, Lohani, & Kushwaha,
2019). The formula for predicting r̂ui using SVD is as follows:

r̂ui = u + bu + bi + qT
i pu (1)

r̂ui represents the prediction that user u likes or dislikes item i, b
represents the bias and pu and qi the interest preferences between users
and items.

With help of Figure 2, the pipeline of this model is explained. The
first step is to convert the dataset into the right dataset object in order to
be able to feed the recommendation system algorithm. This is done by
preprocessing the dataset which consists of a few steps. First, a reader
object is specified with the range of the ratings in the dataset, which is
set between 0 and 1 as a result of normalizing the ratings. Secondly, all
usernames and wine names are converted to unique id integers. Thirdly, a
pivot table is created which then consists of the username ids as rows and
the wine ids as columns with the values being the ratings for each wine
by a taster. Now, the dataset is ready to be feed to the recommendation
system. The SVD algorithm is applied to the training dataset which means
that it is predicting the ratings for items for the users. After running the
algorithm, the evaluation score is returned to see how well the model
predicted the ratings.

For this model, two different evaluation metrics are chosen. The Root
Mean Squared Error (RMSE) and the Mean Absolute Error (MAE) are used
as these metrics are the most popular accuracy measures in the literature of
recommendation systems (Yang, Steck, & Liu, 2012). RMSE is the variance
of the arithmetic square root by measuring the deviation between the
predicted user rating and the actual user rating (Yin, Wang, & Park, 2017).
MAE is the deviation between the predicted user ratings and the user
real ratings and is used as well to give a broader view of the algorithm
(O’Doherty, Jouili, Van Roy, et al., 2012; Yin et al., 2017). The smaller the
values of RMSE and MAE, the better the performance (Tang et al., 2016).

In order to get the smallest RMSE and MAE values as possible, the
model is fine tuned with help of GridSearchCV. With GridSearchCV dif-
ferent sets of parameters are applied to the model in order to return all
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optimized parameters. The advantage of GridSearchCV is that it does
not fall in local minima (Zhao, Mao, Lin, Yin, & Xu, 2020). In this case,
GridSearchCV optimizes the number of epochs, the learning rate and the
regularization term.

The combination of parameters with the lowest error is used in the
model to execute on the unknown test set. This way the model is optimized
and predicts the most accurate ratings for users for items. Based on the
outcome of the model on the test set, recommendations are made for
specific users. This is done by creating a dataframe with the results.

Figure 2: Pipeline collaborative filtering recommendation model

3.4.2 Model 2: An explainable user-based collaborative filtering recommendation
model

The second model is based on an explainable user-based collaborative
filtering approach. Based on a collection of users profiles, this approach
aims to predict the user’s interest for a given item (Wang, De Vries, &
Reinders, 2006). The model measures the similarities between a test user
and the other users in the dataset. Commonly this is done with explicit
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data, such as ratings. Figure 3 shows the pipeline of the explainable user-
based collaborative filtering recommendation model which is explained
step by step.

Figure 3: Pipeline explainable user-based collaborative filtering recommendation
model

First, to be able to apply the user-based collaborative filtering approach,
the dataset needs to be processed into a pivot table again. The principle is
to store all data in a users/wines matrix (Chemeque Rabel, 2020). Instead
of creating a pivot table with the unique wine id’s, the pivot table of the
training set is created with the variety of wines. The reason behind this is
that the training set only contains ratings about unique wines, with only a
few exceptions where the same wine is rated by more than one user. The
variety contains more relevant information as the varieties are used for
multiple wines.

The algorithm that is used for this model is the k-nearest neighbor
algorithm which is one of the most used algorithms (Thorat et al., 2015).
The principle behind this algorithm is to find a predefined number of
training samples closest in distance to the new point and predict the label
of this new point based on the training samples (Pedregosa et al., 2011).
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This means that the algorithm is searching for users that are closest to the
test user. Based on these users items are recommended.

In order to train the model, different parameters are chosen to apply.
Parameters could be changing the number of neighbors, the algorithm
used in the model and the distance metric. The parameters resulting in the
highest accuracy are chosen. Calculating the accuracy of the model is based
on a different evaluation metric compared to the first model. This accuracy
evaluation is focused on the explainable part of the recommendations itself.
As mentioned in section 2.5, evaluating the recommendation explanations
is hard (Ekstrand et al., 2011). As people want to try new wines after
some time, the goal of this thesis is to recommend wines that are similar
to previous wines (Katarya & Saini, 2021). Therefore, evaluating whether
the recommended wine is similar to a wine that the user has liked in the
past, is the relevant setting. Based on this, a new evaluation approach is
proposed in this thesis. This new evaluation approach is explained below
with help of a recommendation example.

The explanations of the recommendations are based on a sentence-level
approach. This means that an explanation sentence template will be used
which is filled with different keywords to personalize the explanation
sentence for different users. The explanation sentence of the user-based
collaborative filtering method is:

’Users most similar to [name of user] are: 1. [Name of most similar user] with
distance [cosine distance] 2. [Name of second most similar user] with distance
[cosine distance] 3. [Name of third most similar user] with distance [cosine
distance]

Based on the wine ratings of [Name of most similar user], the following wine
variety scores high for both users: [variety]. Therefore, the following wine is
recommended: [name of wine].’

If the recommended name of wine actually falls within the recom-
mended variety, the recommendation is evaluated as correct. This is
because the test user will receive a suggestion based on a variety that the
test user likes.

The parameters resulting in the highest accuracy on the training set
are chosen to apply on the test set. Of all possibilities, the brute algorithm
is chosen together with the number of neighbors set at 10. The distance
metrics that is used is the cosine similarity. It measures how similar two
items are based on their subject (Gunawan, Sembiring, & Budiman, 2018).
The test set is used to execute the model on. The pipeline in figure 3
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shows that creating recommendations is the next step. In order to make
explainable recommendations, a function is build. With k-nearest neighbors
the most similar user to the test user is found. The function searches for
the wine varieties that correspond to both users. For example, if both users
rank the variety ’Cabernet Sauvignon’ very high, the best rated ’Cabernet
Sauvignon’ wine of the most similar user is recommended to the test user.
If all recommendations are made, the evaluation score is calculated.

3.4.3 Model 3: Hybrid recommendation model

The third model is build based on an existing algorithm from Roald Schur-
ing which was posted on May 30, 2019 on www.towardsdatascience.com
(Schuring, 2019). The model is a hybrid recommendation model as it com-
bines a content-based approach with an item-based collaborative filtering
approach. In contrast to the explainable user-based collaborative filtering
model, this model tries to match users with items that are similar to what
they have liked in the past (Aggarwal, 2016).

The content-based approach of this model is based on the attributes
of the items and is similar to the research of Cruz et al. (2018) regarding
processing vocabulary. User’s reviews are used to create word embeddings
in order to create a wine recommendation system. To be able to create
the word embeddings, some pre-process steps should be undertaken as
visualized in Figure 4.

All sentences from the reviews are combined into one corpus in order
to normalize these sentences. Next, all words are converted into lower
cased strings. Followed by mapping different forms of the same word
and removing punctuation. Lastly, very common words from the English
language such as ‘a’, ‘by’ and ‘the’ are removed as these words do not
provide relevant information. Sometimes word pairs are more valuable
than words on its own. Therefore, the most relevant bi- and tri-grams
are extracted from the normalized sentences. This is done by detecting
common phrases from a stream of sentences which consists of multi-word
expressions. All n-grams are being counted and compared to the words in
the Wine Aroma Wheel as explained in section 2.3. As explained by Chen
et al. (2014) and Noble et al. (1987), contains this wheel unique fragrances
which can be found in wine and can perfectly describe a wine in different
words. Therefore, these words are very informative. The words in the
user’s reviews that correspond to the words in the Wine Aroma Wheel are
used in the following steps. This way the words are also standardized to
compare.

Next, all words are mapped to vectors of real numbers with Word2Vec
embeddings. This is one of the most popular technique to learn word
embeddings using a two-layer neural network (Rehurek & Sojka, 2011).
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Figure 4: Pipeline hybrid recommendation system
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This technique is also commonly used in a content-based model (Cruz et
al., 2018; Jatnika et al., 2019; Misztal-Radecka & Indurkhya, 2020). The
target is to place similar words close to each other in the same vector space.
For instance, the word ‘stone fruit’ is the most similar to the word ‘peach’.
After creating word embeddings, review embeddings are created. The
TfidfVectorizer function converts the collection of words to a matrix of tf-idf
features (Pedregosa et al., 2011). The words that appear more frequently
will be weighted less compared to words that appear less frequent. The
reason behind this is that the most common words do not give as much
information as the less frequent words. Pazzani and Billsus (2007) also
state that this is the most used algorithm in content-based models.

Now, the data is ready to be fed to the k-nearest neighbor function.
The k-nearest neighbor method has the advantage of being simple and
transparent which is the goal of an explainable recommendation system
(Chemeque Rabel, 2020). Similar to the explainable user-based collaborative
filtering recommendation model, this model searches for the most similar
items based on the wine reviews.

The distance metrics that is used in the k-nearest neighbor model is the
cosine similarity. The cosine similarity is chosen as this distance measure
is often chosen when working with vector space models (Chemeque Rabel,
2020). In addition, the brute algorithm is chosen together with the number
of neighbors set to 10.

After running the k-nearest neighbor model on the test set, the recom-
mendations are created. The recommendations within the hybrid model
are based on a sentence-level approach, just like the explainable user-based
collaborative filtering model. Again an explanation sentence template is
used to fill with different keywords to personalize the explanation sentence
for different wines. However, the difference between the models is that this
model uses an item-item similarity to fill the keywords in the explanation
sentence instead of a user-based similarity. Instead of recommending a
wine to a specific user, a user can search for the most similar wine by
calling a particular wine.

The following sentence template is used for the recommendation:

‘Because you like [name of wine] which contains the following descriptors: [de-
scriptor], [descriptor], [descriptor].

The following wines are recommended: suggestion 1 is [name of wine]. This
wine has the following descriptors: [descriptor], [descriptor], [descriptor]’.

This way, the model gives a solid explanation why a certain consumer
would like this wine. Zhang and Chen (2018) argue that a user’s review
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can be considered as the ground-truth explanation for purchasing an item.
As all wine descriptors in the explainable recommendations are extracted
from the user’s reviews, the wine descriptors themselves can be seen as
ground-truth. Therefore, the evaluation of the explainable recommenda-
tions is set differently. Again, recommending the most similar wine is the
goal of the recommendation system. Therefore, the recommendation is
evaluated as correct when the recommended wine matches with at least
one descriptor of the original wine.

3.5 Software

The experiments in this thesis are done using Python (version 3.8.8) which
is an interpreted, high-level, general-purpose programming language (Van
Rossum and Drake, 1995). Python contains multiple built-in libraries which
are also used. Performing the data exploratory analysis and performing
the pre-processing steps is done with the following four libraries. The
NumPy package provides a multidimensional array object and an assort-
ment of operations on arrays (Harris et al., 2020). The Matplotlib library
is worldwide used for making visualization (Hunter, 2007). In addition,
the Seaborn library is used to visualize the data (Waskom et al., 2017). The
Pandas library is used for data manipulation and analysis (McKinney et al.,
2010).

Besides these libraries, other libraries are used in order to perform the
recommendation systems. First of all, the Surprise package is used for
building and analyzing recommendation systems that deal with explicit
rating data (Hug, 2020). The Scikit-learn library is used for the user-based
collaborative filtering model as well as processing data for the other mod-
els (Pedregosa et al., 2011). Various algorithms from the Natural Language
Toolkit library are used to process the language in the wine reviews (Bird,
Klein, & Loper, 2009). Lastly, the word embeddings technique from the Gen-
sim package is applied (Rehurek & Sojka, 2011). Running the experiments
will be performed in the Jupyter Notebook environment in Anaconda
(Anaconda Software Distribution, 2020).
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4 results

The results of the collaborative filtering and the explainable collaborative
filtering recommendation model are presented in section 4.1 and section
4.2 respectively. The results of the explainable hybrid recommendation
model are discussed in section 4.3.

4.1 A collaborative filtering recommendation model

After running the SVD algorithm on the training set, the evaluation metrics
RMSE and MAE are executed. Table 4 shows the results of the evaluation
metrics. The smaller the values of RMSE and MAE, the better the perfor-
mance which means that the model predicted the ratings already very well.
The GridSearchCV was set to apply the following parameters: number of
epochs: [5,10, 15], the learning rate: [0.002, 0.005] and the regularization
term: [0.4, 0.6, 0.8]. These are the most common parameters to apply on
the GridSearchCV stated by Hug (2020). Instead of trying all the different
parameters, the GridSearchCV function returns the best parameters. The
best combination is setting the number of epochs at 15, the learning rate at
0.005 and the regularization term at 0.4. These parameters are applied to
the SVD algorithm on the test set in order to make predictions. The RMSE
on the test set is 0.1891 and the MAE is 0.1464. These values are higher
compared to the training set. As the training and test set are two different
datasets, it is not remarkable that the RMSE and MAE scores are lower. It
means that the ratings for the training set are better to predict. All errors
are quite low which means that the model predicted the data accurately;
however, the ratings are normalized between 0 and 1. This means that in
general the predicted rating and the actual rating cannot be too far from
each other.

Table 4: Results collaborative filtering recommendation model

RMSE MAE
Model Training set Test set Training set Test set
SVD 0.145 0.1891 0.117 0.1464

The recommendations for the recommendation system are illustrated in
Figure 5. The recommendations only show the predicted rating for a given
item for a given user. No explanations are found why a particular item
receives a low or high rating. As no more information is available besides
the predicted ratings, the recommendations itself cannot be evaluated
besides the RMSE and MAE measures.
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Figure 5: Recommendations from the collaborative filtering recommendation
model

4.2 An explainable user-based collaborative filtering recommendation model

After fitting the explainable user-based collaborative filtering model to the
training data, different parameters are executed in order to fine tune the
model. The brute force and auto algorithm are used but the similarity
between the users does not change when switching between the algorithms
while keeping the other parameters equal. The brute force algorithm
is chosen because most recommendation methods in the literature use
this algorithm stated by Jaiswal, Kharade, Kotambe, and Shinde (2020).
Changing the number of neighbors does also not contribute to a higher
accuracy. Trying the last parameter, the distance metrics, makes differences
in the outcome of the model.

Applying the cosine distance returns a different sequence of most
similar users compared to the euclidean and Manhattan distance. However,
this is not surprising as the formulas of distance metrics are quite different.
While the cosine distance returns a float between 0 and 1, return the
other distance metrics an integer. The cosine similarity is however, one of
the most widely used distance metrics for representing the relationship
between two sets stated by Liao and Xu (2015). In addition, Dessì, Recupero,
Fenu, and Consoli (2019) mention that the cosine distance is more reliable
than the Euclidean distance. Therefore, this thesis uses the cosine similarity
as parameter in the k-nearest neighbor model. The chosen parameters are
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the following: number of neighbors = 10, algorithm = ‘brute’ and metric =
‘cosine’.

Next, the explainable recommendations are created by writing a func-
tion. This function consists of a few steps. First, the rated wine varieties
are ordered descended based on the average rating per variety per user.
The next step is to compare the wine varieties between the test user and
the most similar user based on the k-nearest neighbor algorithm. When
both users rate the same variety high, a wine based on this variety is
recommended. To be specific, the best rated wine in that particular variety
of the most similar user is recommended. Figure 6 shows how the recom-
mendations look like. This explainable recommendation is evaluated as
correct as the recommended wine falls within the ’Pinotage’ variety, as
explained in section 3.4.2.

Figure 6: Explainable recommendations from the user-based collaborative filtering
recommendation model

Applying the model on the test set did unfortunately not give the
expected results. Even though that the model is working, the available data
in the test set makes it impossible to return recommendations. The reason
behind it, is that the users in the dataset only review one wine per person.
Even though there are a few exceptions where users review more than one
wine, the cosine metrics returns a 0 for all the users that review the same
wine. Recommending a different wine for the test user is very hard as the
similar users did not review more wines. In order to resolve this problem,
more data should be gathered in order to apply the model successfully.
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4.3 Hybrid recommendation system

The hybrid recommendation system model is fine tuned on the training
set by changing the parameters. The parameters that are analyzed are the
following: the number of neighbors is set on [5, 10, 15], the algorithm of
the k-nearest neighbor model is set on [brute and auto] and the distance
is compared between [cosine and euclidean]. However, changing any of
the parameters did not result in a lower or higher accuracy. Because the
parameters did not change the accuracy, the same parameters that are
applied to the explainable user-based collaborative filtering model are
chosen, which are: number of neighbors = 10, algorithm = ‘brute’ and
metric = ‘cosine’.

After the parameters are chosen, the model is fitted on the test set and
the explainable recommendations are created. The wine recommendations
itself are based on the k-nearest neighbor model which returns the three
wines that are most similar to the test wine based on the wine reviews.
The explanation sentences are returned with help of a formula by filling in
the wine descriptors in the explanation sentence. Based on this, the user
can see why the wines are recommended based on the wine characteristics.
Figure 7 illustrates an example of an explainable recommendation. This
example shows that at least one wine descriptor of the recommended
wines is equal to the wine descriptor of the original wine. As explained in
section 3.4.3, this recommendation is evaluated as correct. Figure 8 shows
an explainable recommendation which is evaluated as incorrect as the wine
descriptors of the recommended wines do not correspond with the wine
descriptors of the original wine.

Figure 7: Correct explainable recommendation from the hybrid recommendation
system
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Figure 8: Incorrect explainable recommendation from the hybrid recommendation
system

For each wine in the dataset, a recommendation is made based on
the k-nearest neighbor algorithm. The name of the original wine, the
wine descriptors of the original wine as well as the recommended wines
and its wine descriptors are saved into a dataframe. The accuracy is
calculated checking each row in this dataframe whether at least one wine
descriptor of the original wine is equal to at least one wine descriptor of
the recommended wines.

The accuracy of the explainable recommendations on the test set is
100%. It is remarkable that each recommendation is evaluated correctly but
the test set contains only a small number of unique wines which makes it
more understandable. To conclude, the hybrid model is performing very
well on the training set as well as on the test set.



5 discussion 30

5 discussion

As explained in the introduction, purchasing wine is a challenging decision
for many wine consumers as it is an experiential good (Cooper-Martin,
1991). However, due to the development of recommendation systems,
tools and techniques can identify the user’s interests and based on these
interests suggest products to customers (Das et al., 2017). Argumentation
for these recommendations are still missing which results in less effective
recommendations. In addition, for the consumers it is still hard to make
purchase decisions. Therefore, this thesis aims to discuss how recommen-
dation models can be used to make explainable wine recommendations for
wine consumers.

Several recommendation models can be found in previous research
(Chemeque Rabel, 2020; Das et al., 2017; Forman, 2008; Hug, 2020; Nagar-
naik & Thomas, 2015; Pazzani & Billsus, 2007; Ricci et al., 2015; Vall et al.,
2019). This thesis chooses to discuss a collaborative filtering recommenda-
tion model, an explainable collaborative filtering recommendation model
and an explainable hybrid recommendation model.

The collaborative filtering model is based on the SVD algorithm and
predicts the ratings of items for users. With help of the available explicit
data, the missing ratings for items and users are predicted. In order to
return a recommendation for a specific user and item, the user and item
should be called directly. The recommendation returns a number which
represents whether the user will like or will not like the item, which is in
this case the wine.

The explainable user-based collaborative filtering model based on the
k-nearest neighbor algorithm searches for the users that are most similar
to the test user based on the historical wine ratings. Based on the highest
rated items of the most similar user a recommendation is returned. With
help of a formula, an explanation can be returned why this particular wine
is recommended by filling in keywords in a recommendation explanation
sentence template.

Both recommendation models use the collaborative filtering approach,
however the recommendation itself are different. While the SVD algorithm
only returns the predicted rating for a specific user and specific wine when
calling the pair, returns the k-nearest neighbor model the most similar users
to the test user. The most important difference is the amount of information
the algorithm return. Based on the k-nearest neighbor information, an
explanation sentence can be build to show why the recommendation
system recommended a particular wine. This is in contrast with the SVD
algorithm as this algorithm only predicts the missing ratings. There is no
information available to build a sentence to explain why the recommended
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wine received a low or high rating. In other words, the SVD algorithm is in
this case a black box that is unable to explain it outputs (Haghighi, Seton,
& Nasraoui, 2019).

The third recommendation model discussed in this thesis, does not
use explicit data. Based on a content-based filtering approach and an
item-based collaborative filtering approach a more robust framework is
build (Das et al., 2017). In short, the content-based approach creates
review embeddings from the user’s reviews which is in line with Rehurek
and Sojka (2011). With help of the tf-idf representation, the item-based
collaborative filtering approach calculates the most similar reviews with the
k-nearest neighbor algorithm. The most similar wines obtain the similar
wine describing keywords. This means that the wines have similar wine
characteristics. Argumentation for these recommendations are created by
personalizing a sentence explanation as stated by Zhang and Chen (2018).

The evaluations of the explainable recommendations are based on the
goal of the recommendation system as there is no standard evaluation
for recommendations (Ekstrand et al., 2011; Shani & Gunawardana, 2011;
Zhang & Chen, 2018). The explainable recommendations in both the user-
based collaborative filtering model and the hybrid model are based on
a sentence-level approach. This means that keywords in the sentences
are added to make them personalized. The proposed evaluation metrics
is based on analyzing these keywords in the recommendations because
for both recommendation models the goal is to recommend the most
similar wines. For the collaborative filtering recommendation model the
explanation sentence can be evaluated as correct if the recommended name
of wine actually falls within the recommended variety. For the hybrid
model the recommendation can be evaluated as correct when at least one
wine description in the recommended wine is equal to one wine description
in the test wine.

When comparing the explainable user-based collaborative filtering
recommendation model with the explainable hybrid recommendation
model, the conclusion is that the hybrid recommendation model is the best
model to use as it gives the most accurate recommendations in terms of
overlapping keywords in the explanations. Both models worked quite well
based on the k-nearest neighbor algorithm just like Chemeque Rabel (2020)
stated. However, the expected results for the explainable collaborative
filtering model were not achieved. Due to a data limitation, the accuracy
score on the test dataset cannot be measured. In order to solve this problem,
more data should be gathered. The results on the training set state that the
model is working and can therefore be seen as valid. The hybrid model
in contrast, does not need ratings in order to make recommendations as
it uses product features (Das et al., 2017). Therefore, the hybrid model
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can be applied to both datasets as the model does not require the users
profiles. As a result, the data limitations do not play a role. Besides that,
the hybrid recommendation model acquired a 100% accuracy. The hybrid
model outperforming the collaborative filtering model is in line with the
findings of Chemeque Rabel (2020) and Vall et al. (2019).

To summarize, several recommendations models can be build in order
to suggest (new) products to customers. Recommendations including
explanations improve transparency and reliability and are more effective
as stated by Ren et al. (2017) and Vig et al. (2009). For instance, wine
consumers can try a new wine which is in line with their mood with help
of recommendation explanations. This thesis concludes that the hybrid
recommendation model in this thesis can be used to make the most accurate
explainable recommendations in order to simplify the wine purchasing
process for wine consumers. Discussing two different explainable wine
recommendation models is the contribution of this thesis as no research
have been done before on this topic.
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6 conclusion

The objective of this thesis was to study how recommendation models can
be used to make the most accurate explainable recommendations in order
to simplify the wine purchasing decision for wine consumers. The answer
is that the hybrid recommendation model is the best model to use as it gives
the most accurate recommendations in terms of overlapping keywords
in the explanations. Based on a content-based filtering approach and
an item-based collaborative filtering approach a more robust framework
is build (Das et al., 2017). In short, the content-based approach creates
review embeddings from the user’s reviews which is in line with Rehurek
and Sojka (2011). With help of the tf-idf representation, the item-based
collaborative filtering approach searches for the most similar reviews with
the k-nearest neighbor algorithm. Recommendations are made based
on the most similar reviews. Argumentation for these recommendations
are created by personalizing a sentence explanation as stated by Zhang
and Chen (2018). With help of the explanation sentences, consumers
can make easier purchase decisions. In addition, the recommendations
are more transparent, effective and reliable as consumers know how the
recommendations are made (Ren et al., 2017).

An explainable collaborative filtering recommendation model can be
used as well, however, due to dataset limitations the model did not per-
formed as expected in this thesis. Therefore, future work should be focus-
ing on improving the model by collecting more data. The dataset should
contain multiple wine ratings per user and multiple users rating the same
wine. Resulting in preventing the cold start problem which leads to making
reliable recommendations. In addition, because of time limitation, future
work should also include other feature attributes. Interesting examples
could be the year in which wine was produced, the country of production
and the price of the wine. These features could for instance highlight a
different relationship regarding the recommendation system compared to
the wine reviews.
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appendix

Figure 9: Visualization of missing data in the WineEnthusiast dataset
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Figure 10: Visualization of missing data in the Vivino dataset

Figure 11: Number of reviews per user in the WineEnthusiast dataset
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Figure 12: Variety distribution in the Vivino dataset

Figure 13: Number of reviews per unique wine in the Vivino dataset
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Figure 14: Rating distribution in the WineEnthusiast dataset

Figure 15: Rating distribution in the Vivino dataset
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Figure 16: Visualization of review words in the WineEnthusiast dataset

Figure 17: Visualization of review words in the Vivino dataset
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