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REDUCING THE ETHNIC AND GENDER
BIAS WHEN PREDICTING RECIDIVISM
WITH LOGISTIC REGRESSION AND
RANDOM FOREST

LONG MA

Abstract

In this thesis the ethnic and gender bias is measured in 2 Machine Learning
models designed to predict whether a convict will recommit a crime. This was
tested on 3 different datasets containing offenders from 3 different states from the
United States and whether they recommitted a crime within 3 years. Previous
papers have focused on either achieving a high accuracy predicting recidivism or
by testing bias reduction methods. This thesis compares a high accuracy model
(Random Forest) with a traditional model (Logistic Regression) and tests 5 bias
reduction methods in order to measure what methods can reduce the bias while
maintaining a high accuracy. Three public datasets have been used in this thesis
with features such as gender, race, historic arrest record, education level or income
to predict whether an offender will reoffend or not. The results show that LR
can outperform RF with certain datasets and/or mitigation methods, although RF
generally performs better on accuracy and bias in this thesis. Both models have
their own mitigation methods that are more effective. Logistic Regression had the
best results, with the Balanced Gender Model and the Gender Eliminated Model.
Random Forest had the best results with the Proxy-Eliminated Gender Model. The
bias mitigation methods seem to have more effect on the Random Forest Model,
by outscoring the base model more often than the Logistic Regression Model after
using them. The characteristics of a dataset furthermore also influenced how
effective the bias mitigation methods were. Lastly the bias mitigation methods
were much more successful on gender based models than on race based ones.

Data Source: The original owner of the data and code used in this thesis retains
ownership of the data and code during and after the completion of this thesis. The
author of this thesis acknowledges that they do not have any legal claim to this data or
code.

1 INTRODUCTION

Machine learning is becoming more relevant in the field of predicting recidivism: even
simple ML-models can now outperform specific software made to predict recidivism
as was recently demonstrated in a paper (Dressel & Farid, 2018) by getting a higher ac-
curacy with two Logistic Regression models compared to the widely used Correctional
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Offender Management Profiling for Alternative Sanctions (COMPAS) software (p. 1).
Ethnic bias in ML-models has made the news a couple of times recently. The Dutch
IRS for example had to pay a €2.75 million fine in 2021 for using ML-models that were
discriminatory. This thesis will investigate how biased a more accurate model is in the
tield of predicting recidivism. The assumption is that models with a higher accuracy
are more useful in practice when not accounting for bias.

In the past five years several methods have been used to lower the bias from ML-
models for predicting recidivism with varying degrees of success. Several papers have
also been written on how accurate ML-models can predict recidivism. By combining
the findings of these papers published in the past five years, this thesis will try to
add new findings to the existing scientific discussion on predicting recidivism and
the reduction of bias. A comparison will be made between two Machine learning
models (ML-models), namely a Logistic Regression model (LR) and a Random Forest
model (RF). These two models will be tested on three publicly available datasets that
contain information on (re)offenders and several characteristics such as age, gender,
ethnicity, crime committed and crime type. In the literature on predicting recidivism
with ML-models, LR is usually used as a baseline model and RF is used in papers
that aim for a high accuracy in their models (see subsection 2.2). By measuring the
bias in both, this thesis aims to compare the results of a RF model to a LR model on
multiple datasets. Another important aspect this thesis will research is how the five
bias reduction methods discussed in this thesis will work on the two different models.

The three datasets used in this thesis have different amount of features ranging
from 11 (dataset 2) to 50 (dataset 3) after data processing and some differences in
the distribution of ethnicities and minor differences in the distribution of genders
and some differences in the percentage of recidivists (see subsection 3.1) By testing
the reduction methods on different datasets, the importance of distribution and the
number of features can be taken into account as well.

The main research question that this thesis is going to answer is “To what extent
can the bias be lowered while maintaining the accuracy when predicting recidivism
with a Random Forest and a Logistic Regression model?’. The main question is not
easily answered with a single paragraph, so it will be divided into three sub-questions:

1. How accurate can Logistic Regression and Random Forest predict recidivism in
the three datasets?

2. How do the five bias reduction methods individually influence the prediction
accuracy and bias of the Logistic Regression and Random Forest models?

3. What bias reduction methods had the best results on which model? And on
which dataset?

The Random Forest model outperformed the Logistic Regression model in general
as expected, but the LR model scored better on the Iowa dataset (dataset 2) almost
every time. After using the bias mitigation methods it became clear that some methods
only had impact on 1 model and barely any effect on the other. This was true for the
most successful mitigation method for both LR and RF. Surprisingly some mitigation
methods were so successful that they improved 2 out of three metrics or even all of the
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metrics compared to the baseline results. For more detail on this see section 4 Results.

The thesis will be structured as follows: in section 2.1 the literature written on
predicting recidivism and bias will be discussed. In 2.2 the literature on predicting
recidivism and Machine Learning will be discussed. In 2.3 some recent bias mitigation
methods will be explained. Lastly in 2.4 the focus will be on the research gaps left in
the literature discussed in section 2.

In section 3 the experimental setup will be discussed which consists of two subsec-
tions: subsection 3.1 will be about the three recidivism datasets and subsection 3.2 will
explain more about the two Machine Learning models and the evaluation metrics.

In section 4.1 the results of the baseline models will be shown and discussed, after
which the results of the bias mitigation methods will be shown in a subsection in
4.2 per individual dataset and ML-model. These results will be then combined and
examined per dataset in section 4.3. The results will then be examined when purely
looking at the results per ML-model in section 4.4.

In section 5 there will be room for some discussion on the results of this thesis and
how it relates to the literature from section 2. The societal relevance of the findings in
this thesis will explained. Furthermore the limitations of this thesis will be discussed.

Finally in section 6, a conclusion will be drawn based on the previous sections.
Finally some recommendations will be made for future research.

2 RELATED WORK

The notion that a machine can assist with the assessment of whether a criminal will
reoffend or not started with software specifically designed for this purpose. In 2000 The
Correctional Offender Management Profiling for Alternative Sanctions (COMPAS) was
first released and used to determine the likelihood of a criminal reoffending (Dressel &
Farid, 2018). In the past two decades this role has been taken over by Machine Learning
based tools in countries such as the US, the UK, Canada & Spain because of the access
to much more powerful computers and the availability of much more data (Haghighi
& Castillo, 2021). In the first subsection the relationship between predicting recidivism
and bias will be discussed. In the second subsection Machine Learning Models will be
discussed that are used to predict recidivism. The next subsection will be about bias
mitigation methods for Machine Learning Models that predict recidivism. Finally in
the subsection 2.4, the research gaps will be discussed.

2.1 Predicting Recidivism and Bias

In an article about machine bias in 2016 in ProPublica (Angwin, Larson, Mattu, &
Kirchner, 2016), the authors showed that the COMPAS software could be ethnically
biased. The software predicted that black offenders were more likely to reoffend
by giving white offenders lower risk scores in general. This same article showed
that a higher percentage of the black offenders from this dataset received a high risk
assessment, but did not reoffend again At the same time white offenders with a low
risk assessment had a higher percentage of reoffenders. For this thesis the evaluation
of the bias is important. Bias can have several meanings, but in the context of this
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thesis it is a fairness metric. Fairness can be defined in two ways that is relevant for
this thesis: 1) As predictive parity which looks at the True Positive Rate (TPR) for the
race and gender categories or 2) As equalized odds which focuses on the False Positive
Rate (FPR) for these two categories (Biddle, 2020). A high TPR would be desirable
because this means more correctly labeled offenders and a low FPR would be desirable
because this means fewer wrongly labeled offenders. A ethnic bias however, can occur
even before the use of software such as COMPAS or the use of a ML-model. (Danks &
London, 2017) distinguish three stages in which bias can occur:

1. Bias in the training data (e.g when mining data)
2. Bias in the algorithmic focus (e.g. feature selection)

3. Bias in the algorithmic processing (e.g. choosing a algorithm and parameters)

A bias in stage 1 could be present in the datasets used for this thesis. When making
arrests, the police can be more active in neighbourhoods crime is expected to happen,
which leads to more patrolling in that neighbourhood, which leads to more arrests,
which leads to more patrolling and so on: a phenomenon called a 'runaway feedback
loop” ((Ensign, Friedler, Neville, Scheidegger, & Venkatasubramanian, 2018)). This
could lead to a disproportional amount of offenders from unsafe neighbourhoods
which can be an ethnic minorities. Due to time constraints, this thesis will not
investigate this type of bias. It would take a considerable amount of time to research
how much bias has been introduced in stage 1 of one dataset, let alone three. Stage 2
is for example which characteristics are used as input feature to assess whether or not
a offender will commit recidivism. The inclusion of race as a feature can directly lead
to a bias, but indirect information connected to race such as the police precinct where
the arrest happened can be biased if that happens to be a precinct in a neighbourhood
of mostly ethnic minorities. For this thesis, stage 2 is also mostly ignored because of
the use of 3 publicly available datasets and not making a choice which questions are
asked after a arrest (i.e. determining which features will be featured in the dataset).
All the features from the datasets will be used as input for the algorithms, aside from
the features that are directly linked to whether or not a offender committed recidivism
as using these features would give the model the target label as an input. And features
that were generated with risk assessment software will also be removed because
the performance of the ML-models would otherwise be diluted, Unfortunately this
means that biases in stage 1 and stage 2 will not be mitigated in this thesis, as it will
solely focus on stage 3. In the next subsection it will be explained which algorithms
are chosen for this thesis and why. In section 4.1 more will be explained about the
parameters of the models used in this thesis.

2.2 Predicting Recidivism with Machine Learning Models

Several papers have been published in the field of predicting recidivism with ML-
models. Figure 1 shows an overview of 10 papers from the past five years. A distinction
can be made between papers that aim to generate a high accuracy when predicting
which criminals are going to reoffend (these papers have ‘None” mentioned in the
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column of ‘Bias Reduction Method(s)’) and papers that make predictions, but focus
mainly on the reduction of bias. There are six papers that focus on reducing bias,
three of which utilize simpler algorithms such as Logistic Regression and Regression
Analysis (Biswas, Kolczynska, Rantanen, & Rozenshtein, 2020; Haghighi & Castillo,
2021; Skeem & Lowenkamp, 2020).

Authors Most Accurate Dataset Bias Reduction Method(s)

Algorithm(s)
Biswas et al. Logistic Regression Public criminal records data from Balancing data (using ethnicity)
(2020) Broward County, Florida and survey

data

Duwe & Kim | LogitBoost, Minnesota Screening Tool Assessing | None
(2017) Multiboosting & Recidivism Risk (MnSTARR) data

Random Forest 2003-2006
Ghasemi et al. | Random Forest Ontario Ministry of Community None
(2021) Safety and Correctional Services

dataset of 2004 & 2010/2011

Haghighi & Logistic Regression Dataset with RisCanvi (recidivism Equalized odds
Castillo prediction software) scores
(2021)
Jain et al. Artificial Neural Florida Department of Corrections Singular Race Model
(2019) Networks (Tested RF | dataset

as well)
Jain et al. Artificial Neural Recidivism of Prisoners Measuring influence of prior
(2020) Network Released in 1994 dataset arrest record on bias
Mehta et al. K-Nearest Neighbor & | Criminal dataset from Carnegie None
(2020) Random Forest Mellon University
Miron et al. Logistic Regression & | Juvenile justice system of Catalonia None
(2021) Multilayer Perceptron | dataset
Skeem & Regression Analysis Dataset with ‘Post Conviction Risk Use algorithms that are race-fitted,
Lowenkamp Assessment’ (PCRA) scores race-omitted, or proxy-omitted
(2020)
Wadsworth et | Adversarially-trained | Public criminal records data from Using a Demographic Parity and a
al. (2018) neural network Broward County, Florida Equality of Odds Model

Figure 1: Ten papers on predicting recidivism with Machine Learning from 2017 and onwards

When looking at the four other papers mainly focused on accuracy. three of
them achieved the highest prediction accuracy using a Random Forest (RF) model
(Duwe & Kim, 2017; Ghasemi et al., 2021; Mehta, Shah, Patel, & Kanani, 2020; Miron,
Tolan, Gutiérrez, & Castillo, 2020), whilst only one out of the six papers focused on
bias have tried reducing the bias in a Random Forest model (Jain, Huber, Fegaras, &
Elmasri, 2019). In a paper focused on testing multiple algorithms, the authors (Duwe
& Kim, 2017) used 12 supervised learning models on a dataset with offenders from
Minnesota. More traditional methods such as Logistic Regression performed more
poorly in comparison to newer techniques in this research. LogitBoost and Random
Forest obtained the highest accuracy scores in this paper. LogitBoost is a method that
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"‘boosts” weaker learners or models. The writers do state that the difference in accuracy
between the best and the worst models is ‘relatively modest’.

In a research on a Canadian dataset with offenders from Ontario, Canada (Ghasemi
et al., 2021) the authors tested the prediction accuracy of 3 ML-models: Decision Trees
(DT), RF and Support Vector Machines (SVM). RF scored the best out of these three.
In a paper focused on getting a high accuracy when predicting recidivism (Mehta et
al., 2020), the researchers tested K-Nearest Neighbor (KNN) RF and LR on a dataset
with offenders from the United States of America. The highest accuracy was achieved
by RF again. In another paper (Miron et al., 2020) the results of 7 ML-models were
compared to the results of software called "Structured Assessment of Violence Risk in
Youth” (SAVRY). The models used in this research were LR, Multi-Layer Perceptron
(MLP), SVM, KNN, RF, DT and Naive Bayes (NB). In this research by Miron et al. the
best results were achieved by LR, MLP and SVM. It should be noted that this research
used Area Under the Curve instead of accuracy and made big changes in the dataset
by encoding sensitive information and by ‘equalizing the base rates” (p. 125). Overall
RF performed the best when used to predict recidivism on certain datasets.

2.3 Predicting Recidivism with Machine Learning Models and Bias Reduction

The main focus of this thesis is not the accuracy of ML-models when predicting
recidivism, but on reducing the bias in ML-models. In recent years authors have
focused on this part of machine learning.

In a research focused on balancing data (Biswas et al., 2020) between black and
white offenders, Logistic Regression was used on a dataset in which the ethnicities
were balanced during the data processing. The datasets were seperated in race. The
higher amount of offenders in the categories was reduced to the same amount of
number as the category with less offenders at random. The results were compared to
the scores of a LR model on an unchanged dataset. The results in this paper show that
the use of a balanced dataset can lead to an increase in "equalized odds’ (see Section
3.2), but can also lead to a decrease in accuracy.

In another research (Haghighi & Castillo, 2021) the Area Under the Curve (AUC)
was compared of the recidivism prediction software RisCanvi and 2 ML-models (MLP
and SVM). The results were that both ML-models outperformed RiskCanvi on AUC-
scores, but that the higher accuracy could also lead to a higher bias. The models were
calibrated to reduce the bias by using a relaxation method.

In a paper focused on using a singular race model (Jain et al., 2019), the authors
attempted to increase the fairness when predicting recidivism while also maintaining
the accuracy. The algorithms used in this research were Artificial Neural Networks
(ANN), KNN, RE, AdaBoost (an algorithm that uses weighted sums to increase the
predictive power of weak learners), DT and SVM. They separated the races during the
data processing and trained and tested the models on a single race and compared these
results to models tested on an unchanged dataset. The results were that all singular
race models yielded a higher accuracy than that of the baseline model tested on all
ethnicities. The increase in accuracy could however sometimes also lead to an increase
in bias.
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In a research also focused on bias mitigation, the authors (Jain, Huber, Elmasri,
& Fegaras, 2020) used several models that use the past criminal information of the
offenders, but each model selected different features based on different number of
arrest cycles. The accuracy and the bias of the different models are then compared and
the best performing model is picked.

Three ways of debiasing were tested by Skeem and Lowenkamp (2020) in their

paper:

1. The “proxy eliminated” algorithm in which the algorithm is trained with all the
features, but afterward the variation in the sample is removed for the feature that
has to be debiased (for example the model is trained on a train set containing all
the races, but then all races are turned into the dominant race for the test set)

2. The “race eliminated” algorithm in which the feature that has to be debiased is
removed

3. The “criminal history discount” in which the scores of the group prone to bias
are reduced to lower the chance of a bias in the algorithm.

Author

Bias Reduction
Method

Stage of Use

Description

Biswas et al.,
2020

Balancing data

When processing
the data

Balancing the number of respondents in the
categories race, gender, age for the training
dataset.

Jain et al., 2019

Singular Race
Model

When processing
the data

Train the models on separate categories of race,
age and gender

Skeem &
Lowenkamp,
2020

Race-eliminated
method

When processing
the data

Remove race, age or gender as a feature from
the dataset

Jain et al., 2020

Past Criminal
History

After the use of
algorithms

Selection of features that achieve lower bias and
high accuracy

Skeem &
Lowenkamp,
2020

Proxy-eliminated
method

After the use of
algorithms

With regards to ethnicity the algorithm would be
trained and tested on all the ethnicities, but for
the actual evaluation, all the occurrences within
that category would be changed to the same
race.

Figure 2: 5 bias reduction methods used in this thesis

Other authors (Wadsworth, Vera, & Piech, 2018) used two adversarial networks: a
Demographic Parity and a Equality of Odds Model to reduce the bias generated in the
prediction model. They used the same COMPAS dataset (dataset 1: Florida) that will
be used for this thesis. From of all these bias mitigation methods, 5 were suited for
both the LR-model and the RF-model and the datasets (classification based) used in
this thesis. Figure 2 gives an overview of the 5 methods of bias reduction that will be
used in this thesis and in which stage the method will be used.
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White

(a) Dataset 1

(b) Dataset 2

White

(c) Dataset 3

Figure 3: Race distribution

2.4 Research Gaps in Related Work

Most papers did their research on only 1 dataset. This can make it more difficult to
reproduce results on other datasets because of differences in the distribution of races
or genders. Furthermore the features used to make the predictions can vary greatly.
Before data processing, two datasets used in this thesis had more than 50 features in
comparison to the other dataset that had only 17 features. One can imagine that a
model can produce different results when testing on a dataset with a lot of features
compared to a dataset with very few features. For this reason, this thesis will use 3
datasets that have a different distribution of races (see Figure 3), some differences in the
distribution of genders (see Figure 4) and differences in the distribution of recidivists
(see Figure 5).

Another issue is that the papers focused on getting a high accuracy had high
prediction scores with newer models such as RF. The papers in which bias mitigation
techniques were tested usually used simpler models such as LR. This thesis will test
the mitigation techniques on a simpler and a more advanced model, so a conclusion
can be drawn whether the mitigation techniques can work on both ML-models. Ideally
one ML-model would score higher on prediction accuracy and lower on bias making it
more usable in practice. This thesis will attempt to breach this gap in research.

To reduce the bias, the reduction methods shown in Figure 2 will be used. A
selection has been made of the reduction methods mentioned in Figure 1 that are
suitable for the three recidivism datasets used in this thesis and for use with a LR and

8
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Female

Ma

Ma

(a) Dataset 1 (b) Dataset 2

Female

Ma'

(c) Dataset 3

Figure 4: Gender distribution

Recidivist
Non-recidivist!
Non-recidivis!

(a) Dataset 1

Recidivist

(b) Dataset 2

Non-recidivist

Recidivist

(c) Dataset 3

Figure 5: Recidivist distribution
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RF algorithms. A distinction is made in the stage of use of the bias reduction methods
to formulate the research questions.

This thesis will address the research gap of not using bias reduction methods on
the most accurate ML-model for predicting recidivism. Furthermore, the amount of
bias reduction methods used in the individual papers from Figure 1 were limited. By
trying a multitude of methods, this thesis can determine what reduction methods can
achieve a high accuracy and a low bias when predicting recidivism.

3 EXPERIMENTAL SETUP

This section is divided into two subsections. In the first subsection 3.1 Data, the three
datasets will be described and what data processing has been done per dataset. In
the second part 3.2 Methods and Models, the ML-models will be explained, what
parameter tuning has been done and how the results will be evaluated.

3.1 Data

For this thesis three datasets will be used from the United States that all contain
offenders and whether or not they recommitted a crime within 3 years (recidivism).
Recidivism will be the target label for all three datasets. None of the datasets were
specifically mined for this thesis, but are publicly available online.

In the category gender, all the datasets only included male or female offenders.
In the category race however, the datasets were more complex. Dataset 1 has 9791
black offenders, 6086 white and 2439 non-white/non-black races. The other races
include 1451 Hispanic offenders, 860 ‘other’, 71 Asian and 57 Native American. All
the non-white /non-black races account for 13.31% of the total. When removing the
‘other’ category, these races only account for 8.62% of the total. Dataset 2 has 19118
white offenders, 6148 black and 724 other races (Native American, Asian or Alaska
Native) that account for only 2.78% of the total. Dataset 3 only includes black and
white offenders. Given the low amount of non-white/non-black offenders in dataset
1 and 2 and none in dataset 3, the choice was made to only include black and white
offenders for this thesis.

1) Florida dataset: The first dataset is a csv file that consists of conviction records
from Broward County, Florida (USA) and contains 18,316 offenders with 52 features
before data processing. The amount of features is high in this dataset, because it
contains the scores from the recidivism prediction software COMPAS as well as char-
acteristics of the offenders such as juvenile record, gender, age and crime committed.
The data was collected from offenders that committed their first crime in 2013 or 2014.
The dataset is publicly available on Kaggle and Github. From this dataset 30 features
were removed. This includes the name, features related to the scoring system of the
COMPAS software and characteristics on reoffending (because this is directly linked to
whether or not an offender recommitted a crime). Categorical NA values were changed
to the string "‘None’. Numerical NA values were changed to the mean value of that
specific column in this dataset. After data processing 61.96% of the offenders is black
in this dataset, 81,60% is male and 48.10% committed recidivism from all the offenders.

10
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After data processing this dataset contains 17.496 offenders with 21 features.

2) Iowa dataset: The second dataset used for this thesis is a CSV file from the
Department of Corrections (DOC) from Iowa (USA). It has 26,020 offenders with 17
features before data processing such as release type, main supervising district and
what offense was committed. 8,681 out of these offenders have committed recidivism
within 3 years of their first offense. The dataset contains offenders that committed
their first offense in 2013 to 2015. This dataset is publicly available on the website of
the DOC Iowa. From this dataset 6 features were removed. This includes features on
reoffending, because this is directly linked to whether or not an offender recommitted
a crime. Categorical NA values were changed to the string 'None’. The Numerical NA
values were changed to the mean value of that specific column in this dataset. After
data processing 75.66% of the offenders is black in this dataset, 87.16% is male and
33.40% committed recidivism from all the offenders. After data processing this dataset
contains 25,987 offenders with 11 features.

3) Georgia dataset: The third dataset is a CSV file from the Georgia Department of
Community Supervision and contains 25,835 offenders and has 51 features before data
processing. This is the most comprehensive dataset when taking features into account,
because the first dataset included COMPAS scores which will mostly be discarded for
this thesis. Example of features that are not in the other datasets are education level,
results of mandatory drug tests (weed, cocaine and methamphetamine), employment
info, information on prior arrests, if the offender is gang affiliated etc. The data was
collected from offenders that committed their first crime in 2013 to 2015. From this
dataset 3 features were removed because they were directly linked to whether or not
an offender recommitted a crime. Categorical NA values were changed to the string
'None’. The Numerical NA values were changed to a the mean value of of that specific
column in this dataset. After data processing 57.46% of the offenders is black in this
dataset, 87.74% is male and 57.68% committed recidivism from all the offenders. After
data processing this dataset contains 25,835 with 50 features.

For a complete overview of all the features of the three datasets, a short description
and the datatype per feature, see Appendix A.

3.2 Method and Models

In the background section of this proposal, Random Forest yielded the highest accuracy
most often when used for predicting recidivism. This algorithm will be compared to
the relatively older method of Logistic Regression. LR has been used as a baseline
ML-model that can outperform existing software specifically designed for predicting
recidivism (Dressel & Farid, 2018). Logistic Regression will also be the baseline model
in this thesis and will be compared to a Random Forest model. The accuracy and the
fairness will be measured in these two models. To run the models, the programming
language Python will be used. The Numpy (Harris et al., 2020) and Pandas (McKinney
et al.,, 2010) packages for Python will be used for data processing. The Logistic
Regression and Random Forest models will be used from the Scikit-Learn package
(Pedregosa et al., 2011) to analyse the datasets. The confusion matrices (see Appendix
C) were generated using the Matplotlib package (Hunter, 2007).

11
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When evaluating the final results, the accuracy of the ML-model will be taken
into account as well because a model will have limited practical use when it is unable
to predict recidivism accurately. The bias reduction methods that lead to no or to a
limited decrease in accuracy, but also cause an increase in fairness are deemed the
most successful. To determine how much a ‘limited decrease in accuracy’ is, all the
results on accuracy and bias of the reduction methods will have to be compared.

For the Logistic Regression models, there was limited parameter tuning. As stated
in another article, the possibility of tuning hyperparameters is limited for LR (Brownlee,
2019). The only tuning that was done, was changing the number of iterations until the
maximum accuracy was reached for the base model.

To optimize the performance of the Random Forest model, three parameters were
tuned that are associated with an improvement in predicting power: 1) max_features
2) n_estimators 3) min_sample_leaf (Srivastava, 2015). But as cited in another paper
(Probst, Wright, & Boulesteix, 2019), the basic model of RF already performs well and
it is hard to gain a significant increase in performance with tuning. The tuning of
max_features yielded the best scores in accuracy and TPR and FPR with lower numbers.
The tuning of max_features started at 0.8, and ended at 0.05. For the min_sample_leaf
the starting number 50 as was recommended (Srivastava, 2015), but the results were
far below the baseline scores. Turning it down to 10 and eventually 1 improved all
the three metrics, but still well below the baseline, with an accuracy drop of 7% and a
TPR drop of about 10%. For this thesis the main increase in performance for Random
Forest comes from adjusting the number of trees in the model, which was changed
from 100 to 150 in the models.

For this thesis the evaluation of the bias is important. Bias can have several
meanings, but in the context of this thesis it is a fairness metric. Fairness can be
defined in two ways that is relevant for this thesis: 1) As predictive parity which looks
at the True Positive Rate (TPR) for the race and gender categories or 2) As equalized
odds which focuses on the False Positive Rate (FPR) for these two categories (Biddle,
2020). Both these definitions will be used to evaluate the fairness of the models.The
accuracy in predicting the binary target label of recidivism will be used as an output
as well. To measure the accuracy, the amount of correctly labeled offenders is divided
by the total number of predictions. This way of calculating the accuracy has been used
in past research as well (Ghasemi et al., 2021). This means that the output of the LR
and RF-models in subsections 4.1 and 4.2 will be shown with three metrics: 1) The
accuracy: refers to the percentage of correctly predicted labels 2) The True Positive
Rate (TPR): refers to the percentage of offenders that correctly have received the label
recidivist out of all the recidivists 3) The False Positive Rate (FPR): rate refers to the
percentage that were wrongly labeled as recidivist from all the offenders that were
given the label of recidivist. The accuracy is an important metric to evaluate a model.
For fairness, looking at points two and three are also very important. It cannot be
understated how important FPR and TPR are in real life. TPR represents people that
should have been treated with care as they recommitted a crime. FPR represents the
part of the population that is falsely believed to be recommitting a crime within 3 years.
This explanation hopefully shows the importance of using the accuracy next to the
other two metrics when it comes to predicting recidivism and measuring the bias. To
divide the datasets in a train and test sets, a division of 70% to 30% was used.
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4 RESULTS

Accuracy TPR FPR
Dataset 1: LR Base Model 75.29% 77.39% 26.90%
Dataset 1: RF Base Model 85.50% 86.31% 15.34%
Dataset 2: LR Base Model 67.66% 93.42% 83.87%
Dataset 2: RF Base Model 65.12% 80.28% 65.20%
Dataset 3: LR Base Model 71.47% 58.90% 19.19%
Dataset 3: RF Base Model 73.20% 58.47% 15.86%

Table 1: Results of the base models

In the next section, the results of the bias mitigation methods will be shown.
The trade-off between accuracy and bias are inherent to these mitigation methods
(Kleinberg, Mullainathan, & Raghavan, 2016; Pleiss, Raghavan, Wu, Kleinberg, &
Weinberger, 2017; Skeem & Lowenkamp, 2020), so it is up to the people involved in
the assessment of recidivism how to handle the tradeoffs. For this thesis the results
will be displayed and the most effective methods will be pointed out. Any decisions
on sacrificing accuracy for bias or vice versa will not be made.

4 RESULTS

In this paragraph the results of the bias mitigation methods will be compared to the
results of the base models for both the LR- and the RF-models. Each bias mitigation
method has been tested on both race and gender on all three datasets. For the results,
a high accuracy and a high TPR are considered good, while a high FPR is considered
to be bad since this means that more offenders have been mislabeled as a potential
recidivist.

Three Bias mitigation methods had separate outputs for both genders and races,
so the mean was taken of these scores for the tables used in this subsection 4.2. This
regards the Singular Race Model, the Past Criminal History Model and the Proxy-
Eliminated Model. For the separate scores on race and gender, the full percentages per
bias mitigation method are included in Appendix B.

In this section, the results of the base models will be discussed first. Then the
general results on each of the three datasets will be discussed in subsection 4.2.
After this, the difference in performance between the bias mitigation methods will
be discussed in subsection 4.3. Finally the difference in results of the bias mitigation
methods on the LR-model and the RF-model will be discussed in 4.4.

4.1 Base Models

The highest score in accuracy, TPR or FPR between the LR and RF model is colored
green. When looking at the results of the two base models (See Table 1), there is a big
difference performance. RF is almost 10% more accurate than LR on the first dataset
and also scores about 9% higher on the True Positive Rate. The False Positive Rate is
almost 11% higher in the LR-model. The second dataset has considerably less features
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4 RESULTS

Accuracy TPR FPR
Base Model 75.29% 77.39% 26.90%
Singular Race Model 75.06% 74.31% 25.67%
Singular Gender Model 75.52% 78.95% 30.36%
Balanced Race Model 74.29% 73.86% 25.21%
Balanced Gender Model 76.24% 78.65% 26.77%
Race Eliminated Model 75.25% 77.35% 26.94%
Gender Eliminated Model 75.29% 77.32% 26.83%
Past Criminal History Race Model 74.83% 74.07% 25.78%
Past Criminal History Gender Model 75.11% 78.56% 30.81%
Proxy-Eliminated Race Model 75.65% 72.93% 21.47%
Proxy-Eliminated Gender Model 74.66% 78.06% 28.98%

Table 2: Dataset 1: Logistic Regression results

after data processing (11) compared to the first dataset (21) and the accuracy of both
models is much worse. LR does score high on TPR, but has a much worse FPR than
RF because a low number on this metric is better. The results on dataset 3 are much
closer with RF scoring slightly better on accuracy and FPR and only 0.43% worse on
TPR. It is noticeable that the FPR is very high for both ML-models on dataset 2.

It seems that RF scores better on two datasets than LR and also scores better on FPR
on all three datasets. LR scores better on TPR on the 2nd dataset and also has a higher
accuracy on this dataset. In total Random Forest scores better on 6 out of 9 outputs in
comparison to LR that outscores only on 3 out of g outputs. This would make RF the
better performing model, at least in this research setting. The results of these baseline
models will be compared in the following subsection to the bias mitigated models for
race and for gender.

4.2 General Results by Dataset

In this subsections the tables will have a similar design. Each table starts with the
scores of the base model in bold text. If a bias mitigation method outperforms the base
model on any metric, the score is displayed in green. This subsection contains a table
for each dataset and ML-model with the scores shown per mitigation method.

Looking at the scores of the bias mitigation methods on the first dataset using LR
in Table 2, the Balanced Gender Model scores better than the base model on all fronts,
which is an impressive result. The Singular Gender Model, the Gender Eliminated
Model and the Proxy-Eliminated Race Model outscore the base model on 2 of the 3
metrics. In all three of these cases, the overall accuracy improves but the score in the
third metric is worse. In total the bias mitigation methods outscore the base LR-model
14 out of 30 times.

Looking at the scores of the bias mitigation methods on the first dataset using RF
in table 3, the Proxy-Eliminated Race Model and the Proxy-Eliminated Gender Model
outscore the base model on all fronts. Only the Singular Gender Model managed to
outscore the base model on 2 out of three metrics, but at the cost of a worse FPR. The
bias mitigation methods outscore the base RF-model 11 out of 30 times in total.
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4 RESULTS

Accuracy TPR FPR
Base Model 85.50% 86.31% 15.34%
Singular Race Model 84.93% 66.15% 16.90%
Singular Gender Model 85.54% 88.03% 18.83%
Balanced Race Model 83.25% 83.94% 17.52%
Balanced Gender Model 80.64% 81.73% 20.72%
Race Eliminated Model 84.35% 85.52% 16.51%
Gender Eliminated Model 85.36% 86.49% 15.80%
Past Criminal History Race Model 84.92% 84.08% 15.11%
Past Criminal History Gender Model 84.87% 87.89% 20.31%
Proxy-Eliminated Race Model 88.45% 88.31% 11.41%
Proxy-Eliminated Gender Model 89.52% 90.56% 11.59%
Table 3: Dataset 1: Random Forest results
Accuracy | TPR FPR
Base Model 67.66% 93.42% 83.87%
Singular Race Model 65.87% 94.21% 87.91%
Singular Gender Model 68.76% 89.04% 89.69%
Balanced Race Model 66.68% 91.51% 81.76%
Balanced Gender Model 69.88% 95.33% 85.69%
Race Eliminated Model 67.61% 93.19% 83.56%
Gender Eliminated Model 75.29% 77.32% 26.83%
Past Criminal History Race Model 65.87% 94.21% 87.91%
Past Criminal History Gender Model 69.47% 96.99% 94.03%
Proxy-Eliminated Race Model 66.40% 95.01% 87.23%
Proxy-Eliminated Gender Model 66.95% 92.50% 83.05%

Table 4: Dataset 2: Logistic Regression results
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4 RESULTS
Accuracy TPR FPR
Base Model 65.12% 80.28% 65.20%
Singular Race Model 63.18% 67.91% 78.31%
Singular Gender Model 65.78% 80.90% 69.58%
Balanced Race Model 64.10% 78.76% 64.48%
Balanced Gender Model 64.98% 81.06% 70.11%
Race Eliminated Model 64.90% 79.82% 64.93%
Gender Eliminated Model 65.42% 80.63% 65.01%
Past Criminal History Race Model 63.14% 80.32% 69.43%
Past Criminal History Gender Model 66.76% 82.64% 70.17%
Proxy-Eliminated Race Model 70.66% 87.18% 60.30%
Proxy-Eliminated Gender Model 73.06% 85.33% 50.94%
Table 5: Dataset 2: Random Forest results
Accuracy TPR FPR
Base Model 71.47% 58.90% 19.19%
Singular Race Model 70.13% 55.69% 19.33%
Singular Gender Model 68.78% 62.07% 27.27%
Balanced Race Model 67.84% 50.92% 19.60%
Balanced Gender Model 69.38% 66.70% 28.15%
Race Eliminated Model 70.95% 59.93% 20.85%
Gender Eliminated Model 75.29% 77.32% 26.83%
Past Criminal History Race Model 71.37% 58.48% 19.19%
Past Criminal History Gender Model 69.67% 63.01% 26.67%
Proxy-Eliminated Race Model 66.62% 48.77% 21.24%
Proxy-Eliminated Gender Model 67.56% 51.13% 19.83%

Table 6: Dataset 3: Logistic Regression results

Looking at the scores of the bias mitigation methods on the second dataset using

LR in table 4, no model managed to outperform the base model on all three metrics.

There are however 3 models that managed to outscore the base model on two out of
three metrics: the Balanced Gender Model, the Gender Eliminated Model and the Past
Criminal History Gender Model. The accuracy of the Gender Eliminated Model is
even an impressive 7.63% higher, the FPR is improved by 57.04%, although the TPR
suffers a great drop of 16.10%. In total the bias mitigation methods outscore the base
LR-model 13 out of 30 times.

Looking at the scores of the bias mitigation methods on the second dataset using
RF in table 5, the Gender Eliminated Model, the Proxy-Eliminated Race Model and the
Proxy-Eliminated Gender Model outperform the base model on all fronts. Singular
Gender Model and the Past Criminal History Gender Model both outperform the base
model on two out of three metrics. The increase in accuracy of the the Proxy-Eliminated
Race Model and the Proxy-Eliminated Gender Model is remarkable with an increase
of 5.54& and 7.94% respectively. In total the bias mitigation methods outscore the base
RF-model 17 out of 30 times which is the highest number out of all tables.

Looking at the scores of the bias mitigation methods on the third dataset using

LR in table 6, no model managed to outperform the base model on all three metrics.

Only the Gender Eliminated Model outperformed the base model on 2 metrics. In
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4 RESULTS

Accuracy TPR FPR
Base Model 73.20% 58.47% 15.86%
Singular Race Model 72.55% 58.95% 13.60%
Singular Gender Model 70.14% 61.81% 24.92%
Balanced Race Model 73.09% 57.72% 15.50%
Balanced Gender Model 70.22% 63.18% 23.30%
Race Eliminated Model 73.38% 58.54% 15.59%
Gender Eliminated Model 73.46% 58.44% 15.39%
Past Criminal History Race Model 72.71% 57.16% 15.89%
Past Criminal History Gender Model 70.97% 62.95% 24.07%
Proxy-Eliminated Race Model 70.84% 55.62% 17.87%
Proxy-Eliminated Gender Model 86.49% 76.70% 06.00%

Table 7: Dataset 3: Random Forest results

comparison to the other tables, the bias mitigation methods only outscored the base
LR-model 7 out of 30 times in total which is a rather low amount of times.

Looking at the scores of the bias mitigation methods on the third dataset using
RF in table 7, both the Race Eliminated Model and the Proxy-Eliminated Gender
Model outperformed the the base model on all fronts. The accuracy improved by an
impressive 13.29%, the TPR with 18.23% and the FPR with 9.86%. In table 3 and 5 the
Proxy eliminated models both outscored the base RF-model, but in table 7 the Race
Model performs worse than the base model on all fronts. The Singular Race Model

and the Gender Eliminated Model manage to outperform the base model on 2 fronts.

The bias mitigation methods outscore the base RF-model 14 out of 30 times in total.

4.3 Overview Results per Dataset

Table 8 puts together the information shown in the previous subsection and shows
which method worked best on which dataset. Dataset 2 had the lowest amount of
features with only 11 after data processing and the bias reduction methods seem to
work best on that dataset outscoring the base model 30 times. Dataset 3 has the most
features with 50 after data processing and the mitigation methods seem to work worst
on this dataset with metrics only improving 21 times. The Gender Eliminated and the

Proxy-Eliminated Gender Models score higher than the base model the most often.

Another interesting point is that this table shows that the bias mitigation methods
show the most promise on the gender based models by scoring high 48 times versus
the race based models only scoring high 28 times. This might have something to do
with the greater disparity in gender (see Figure 4) versus race (see Figure 3).
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4 RESULTS

Table g shows the same information as Table 8, but does not take an improvement in
accuracy into account. It shows the results when purely focused on an increase in TPR
and/or a decrease in FPR. At the top end, the same methods keep scoring the highest
as in table 8, with the Gender Eliminated and the Gender Eliminated Model scoring
the highest in both tables. The Past Criminal History Gender and the Proxy-Eliminated
Gender Model keep scoring high as well in both Table 8 and 9. The Singular Gender
and Balanced Gender drop off a bit in table g compared to table 8, although both still
outperformed the base model 5 times. The difference in results between these two
tables is not that big. Looking at both tables the most successful models would be the
Gender Eliminated, the Proxy-eliminated gender and the Gender Eliminated Model.
All three are gender based models. The race models outperformed the base model 24
times in total, the gender models outperformed 31 times in total. This tendency can
also be seen in Table 9. When not accounting for the type of ML-model used and the
features in the dataset, the best performing bias mitigated models for gender and race
are shown below.

The number behind the model stands for the number of times the model outscored
the base model. The best best performing mitigation models for gender are:

1. The Gender Eliminated Model (12)
2. The Proxy-Eliminated Gender Model (11)

3. Singular Gender Model (9)

And the best performing mitigation models for race are:

1. The Proxy-Eliminated Race Model (9)

2. The Race Eliminated Model (6)

3. Balanced Race Model/Past Criminal History Race Model (5)

The overall best performing bias mitigation methods form the same list as the list
for the best performing gender models, but with one inclusion of a race based model:

1. The Gender Eliminated Model (12)

2. The Proxy-Eliminated Gender Model (11)
3. Singular Gender Model (9)

4. The Proxy-Eliminated Race Model (9)

The gender and race scores can also be combined to create a general overview of the
mitigation methods per dataset, which is shown in Table 10. Here the Proxy-Eliminated
method is the most successful, with the Race/Gender eliminated method as the second
most successful. The other three methods are together tied for third place. Note that
table 10 is less useful in practice given the vast differences in the performance of bias
mitigation models per ML-model, which can be seen in the next subsection.
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4 RESULTS

Dataset 1 | Dataset 2 | Dataset 3 | Total
Singular Race/Gender 5 4 4 13
Balanced Race/Gender 5 5 3 13
Race/Gender Eliminated 3 7 8 18
Past Criminal History Race/Gender 4 6 3 13
Proxy-Eliminated Race/Gender 9 8 3 20
Total 26 30 21 77

Table 10: Number of times a method outperformed the base model per dataset
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Table 11: Number of times a model outperformed the base LR-Model

4.4 Overview Results Logistic Regression and Random Forest

Table 11 shows the results per mitigation method for LR. The two best performing
models when using LR are the Balanced Gender and Gender Eliminated Model, that
both outperformed the base model on six out of six scores. The Singular Gender and
the Past Criminal History Gender Model both outperformed the base model on 4
scores taking the 2nd place. The 4 least performing models only managed to improve
the base model score 2 times. The LR-model most often had an improvement in TPR

and least often in accuracy.

Accuracy | TPR FPR Total
Singular Race Model 0 1 1 2
Singular Gender Model 2 3 o 5
Balanced Race Model 0 0 2 2
Balanced Gender Model 0 2 o 2
Race Eliminated Model 1 1 2 4
Gender Eliminated Model 2 2 2 6
Past Criminal History Race Model 0 1 1 2
Past Criminal History Gender Model 1 3 1 5
Proxy-Eliminated Race Model 2 2 2 6
Proxy-Eliminated Gender Model 3 3 3 9
Total 11 18 14 43

Table 12: Number of times a model outperformed the base RF-Model
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4 RESULTS

LR-model RF-model Total
Singular Race Model 2 2 4
Singular Gender Model 4 5 9
Balanced Race Model 2 2 4
Balanced Gender Model 6 2 8
Race Eliminated Model 2 4 6
Gender Eliminated Model 6 6 12
Past Criminal History Race Model 3 2 5
Past Criminal History Gender Model 4 5 9
Proxy-Eliminated Race Model 3 6 9
Proxy-Eliminated Gender Model 2 9 11
Total 34 43 77

Table 13: Number of times bias mitigated models outperformed the base models in total

Table 12 shows the results per mitigation method for RF. The Proxy-Eliminated
Gender Model scores the highest by far by outperforming the base model on 9 out
of g scores. The Gender Eliminated and the Proxy-Eliminated Race Model both take
second place by outperforming 6 scores. The Singular Gender and the Past Criminal
History Gender Model both outperformed on 5 scores as well. Just like with the LR
models, the 4 worst performing bias mitigation methods only outscored 2 times. For
both RF and LR, the Singular Race and the Balanced Race Model scored the worst. The
RF-model also most often had an improvement in TPR and least often in accuracy, just
as the LR-model.

Table 13 shows the total amount that the bias mitigated models outperformed the
base model in total for the LR- and the RF-model. Overall the mitigation methods work
considerably more often on RF: outperforming the base model on 43 scores, versus
the 34 times of the LR-model. Interestingly enough, one the two best performing
models for LR (Balanced Gender Model) is among the worst performing models for
RF: outscoring 6 times for LR and only twice for RE. Similarly, the absolute best scoring
model for RF (Proxy-Eliminated Gender Model) outperformed the base model every
time on all fronts (g9 times in total), but only managed to do so twice for LR, putting it
among the worst performing models there. The Gender Eliminated Model is the only
one among the highest scoring ones for both ML-models.

The best performing models for LR are:

1. Balanced Gender Model (6)
2. Gender Eliminated Model (6)
3. Singular Gender Model (4)

4. Past Criminal History Gender Model (4)

The best performing models for RF are:
1. Proxy-Eliminated Gender Model (9)

2. Gender Eliminated Model (6)
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5 DISCUSSION

3. Proxy-Eliminated Race Model (6)

5 DISCUSSION

The baseline Random Forest outperformed the baseline model Logistic Regression on
two of the three datasets and also more often on TPR and FPR. RF does seem like
the ML-model that is better in general for predicting recidivism while also having a
high TPR and a low FPR. LR however is still useful as a predictive tool, it seems to do
better on datasets with a low amount of features (dataset 2) where it outperformed
the RF-model. Both models have their own mitigation methods that are more effective.
Logistic Regression had the best results, with the Balanced Gender Model and the
Gender Eliminated Model, both outperforming the base model on 6 scores. The results
of balancing the dataset and testing it on a LR-model also showed it could make an
algorithm more fair in the original paper (Biswas et al., 2020). Random Forest had the
best results with the Proxy-Eliminated Gender Model outperforming the base model on
9 out of g scores. The Gender Eliminated Model and the Proxy-Eliminated Race Model
also did well outperforming the base model on 6 out of 9 scores. The effectiveness of
the proxy-Eliminated model has also been confirmed (Skeem & Lowenkamp, 2020) in
favor of methods that completely eliminate race.

Interestingly enough, the best performing mitigation methods for RF differ from
the ones scoring the highest for LR, with the exception being the Gender Eliminated
Model which scores high for both models. The best mitigation model for RF (Proxy-
Eliminated Gender Model) actually scores among the worst for LR and vice versa
one of the best performing mitigation model for LR (Balanced Gender Model) scores
among the worst for the RF-model. The bias mitigation methods also seem to have
more effect on the Random Forest Model by outscoring the base model 43 times in total
after their use, while the mitigation methods only allowed the LR-model to outperform
the base model 34 times.

Another distinction that can be made is between race and gender. The mitigation
models based on race outperformed the base model only 28 times, whilst the mitigation
models based on gender outscored the base model 48 times. It seems a lot harder to
lower the bias when accounting for race, than to lower the bias when accounting for
gender. This can have something to do with the greater disparity between genders than
the disparity between races. The final distinction that can be made is in the dataset
used. The characteristics of a dataset also influenced how effective the bias mitigation
methods were. They had the most impact on dataset 2 which has the least features (11)
and the least impact on dataset 3 which had the most features (50).

Given the big differences in the effectiveness of the bias mitigation methods when
regarding the amount of features in the dataset, the type of ML-model used and
the disparity in gender/race, it seems wise to choose different mitigation methods
accordingly. If society wants to have an accurate risk assessment of whether a convict
will commit recidivism and a low ethnic/gender bias, this thesis shows that Random
Forest is generally the better choice of model in terms of accuracy as was the case in
the literature from section 2.2 (Duwe & Kim, 2017; Ghasemi et al., 2021; Jain et al.,
2019; Mehta et al., 2020) and it even works better with mitigation methods in general
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6 CONCLUSION

in comparison to Logistic Regression. The performance however is influenced heavily
by the characteristics of the dataset. Random Forest in this thesis is best combined
with the Proxy-eliminated method to mitigate a gender bias. This is also the best bias
reduction method for RF to use to reduce a racial bias.

Logistic Regression still seems to have some merit, in this thesis at least when
used on a smaller dataset and it is best combined with the Past Criminal History Race
Model and the Proxy-Eliminated Race Model to mitigate the bias for race. To mitigate
a gender based bias with LR, the best performing models were the Balanced Gender
and the Gender Eliminated Model which both outscored the base model the same
number of times.

There are however quite some limitations in this thesis. In one paper on predicting
recidivism discussed in this thesis (Miron et al., 2020) one of the best performing
ML-models was Logistic Regression, but also a Multilayer Perceptron (MLP). Due to
time constraints and this being the only paper with this model performing so well,
MLP was not included in this thesis. It would be interesting to see how this model
would fare on multiple datasets compared to RF and LR.

Furthermore, for this thesis 3 datasets from the USA were used, which mostly
consisted of black and male offenders. A dataset with a larger variety of races and/or
genders or a different distribution of races and/or genders could have very different
results. Differences in the quality and the amount of features can also impact which
method is more suited. In this thesis LR outperformed RF on a dataset with fewer
features, but it could also be due to the quality and not the quantity of the features.
It would be interesting to see a study performed on a plethora of datasets with even
bigger disparities using these ML-models.

This thesis did not research the combination of multiple bias mitigation methods.
The Past Criminal History method for example can be combined with any of the other
4 methods and had decent results on its own scoring third highest overall when used to
mitigate bias. Future research on this could be valuable in finding a combined method
that is even more successful in maintaining accuracy and lowering bias, although the
success is again dependent on the ML-model chosen, the characteristics of the dataset
and the type of bias that is to be mitigated.

6 CONCLUSION

The main research question was "To what extent can the bias be lowered while main-
taining the accuracy when predicting recidivism with a Random Forest and a Logistic
Regression model?’. By answering the three subquestions mentioned in the introduc-
tion, an answer will be given to this question.

How accurate can Logistic Regression and Random Forest predict recidivism
in the three datasets? The Random Forest Model can predict recidivism with a
higher accuracy than the Logistic Regression Model for dataset 1 and 3, but struggles
more with dataset 2. After implementing the bias reduction methods, the RF-model
outscored the base model more often than the LR-model.

How do the five bias reduction methods individually influence the prediction
accuracy and bias of the Logistic Regression and Random Forest models? When
using table 10, the Proxy-Eliminated Race/Gender methods worked best on dataset 1
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and also on dataset 2. On dataset 3, the Race/Gender Eliminated method scored the
best. The results from table g however might give a better indication, given the vast
difference in results of the race-based models and the gender-based models.

What bias reduction methods had the best results on which model? And on
which dataset? The best performing models for LR when mitigating the bias for race
were the Past Criminal History Race Model and the Proxy-Eliminated Race Model. To
mitigate the bias of gender with LR, the best performing models were the Balanced
Gender Model and the Gender Eliminated Model. Random Forest in this thesis is
best combined with the Proxy-eliminated method to mitigate a racial bias. This is
also the best bias reduction method for RF to use to mitigate a bias in gender. The
Proxy-Eliminated Race Model outscored the base model the most often on dataset 1,
the Gender Eliminated Model on dataset 2 and the Race Eliminated Model and the
Gender Eliminated Model both outscored the most often on dataset 3.

Different mitigation methods impact different models. As the results have shown,
there are models that after using a bias mitigation method, perform better than their
baseline counterparts. Usually though there is a tradeoff between accuracy and either
FPR or TPR. What metric is more important could also impact the decision what bias
mitigation method is the most desirable for a lawmaker, a Department of Justice or a
judge while maintaining a high accuracy. Future research could focus on adding the
MLP model or test on datasets from other regions or with a different distribution. Using
a combination of mitigation methods is also a promising, although time consuming
endeavour. With a plethora of bias mitigation methods available and probably even
more in the future, a research testing other new bias mitigation methods on these
ML-models is also most welcome.
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REFERENCES
Feature Description Type
1 |id unique number float64
2 | name full name object
3 | first first name object
4 | last last name object
5 | compas_screening_date | date COMPAS was used object
6 | sex gender object
7 | dob date of birth object
8 | age age int64
9 age_cat age category object
10 | race race object
11 | juv_fel_count number of juvenile felonies int64
12 | decile_score decile score COMPAS int64
13 | juv_misd_count juvenile misdemeanor count int64
14 | juv_other_count juvenile other count int64
15 | priors_count number of priors int64
16 | days_b_screening_arrest | days before screening float64
17 | c_jail_in time when the defendant was jailed. object
18 | c_jail_out time when the defendant was released from the jail. | object
19 | c_case_number criminal case number object
20 | c_offense_date criminal offense date object
21 | c_arrest_date crime arrest date object
22 | c_days_from_compas days from arrest to COMPAS score float64
23 | c_charge_degree charge degree object
24 | c_charge_desc charge description object
25 | is_recid Is defendant a recidivist int64
26 | r_case_number case number of reoffence object
27 | r_charge_degree reoffence charge degree object
28 | r_days_from_arrest reoffence days from arrest float64
29 | r_offense_date reoffence date object
30 | r_charge_desc reoffence description object
31 | r_jail_in time when put in jail for reoffence object
32 | r_jail_out time let out of jail for reoffence object
33 | violent_recid whether reoffence is deemed violent during arrest float64
34 | is_violent_recid whether reoffence is deemed violent in court int64
35 | vr_case_number violent reoffence case number object
36 | vr_charge_degree violent reoffence charge degree object
37 | vr_offense_date violent reoffence offense date object
38 | vr_charge_desc violent reoffence charge description object
39 | type_of assessment assessment type object
40 | decile_score.1 decile score 2 int64
41 | score_text text of decile score object
42 | screening_date screening date object
43 | v_type_of_assessment violent offense type of assessment object
44 | v_decile_score violent offense decile score int64
46 | v_score_text violent offense score text object
47 | v_screening_date violent offense screening date object
48 | in_custody time when put in custody object
49 | out_custody time when out of custody object
50 | priors_count.1 number of priors 2 int64
51 | start start int64
52 | end end int64
53 | event event int64

Table 14: Features Dataset 1
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Column Name Description Type
1 | Fiscal Year Released Fiscal year (year ending June 30) for which | Number
the offender was released from prison.
2 | Recidivism Reporting Year | Fiscal year (year ending June 30) that marks | Number
the end of the 3-year tracking period. For
example, offenders exited prison in FY 2012
are found in recidivism reporting year FY
2015.
3 | Main Supervising District | The Judicial District supervising the offender | Plain Text
for the longest time during the tracking pe-
riod.
4 | Release Type Reasoning for Offender’s release from prison. | Plain Text
5 | Race - Ethnicity Offender’s Race and Ethnicity Plain Text
6 | Age At Release Offender’s age group at release from prison. | Plain Text
7 | Sex Gender of our offender Plain Text
8 | Offense Classification Maximum penalties: A Felony=Life; B | Plain Text
Felony=25 or 50 years; C Felony=10 years; D
Felony=5 years; Aggravated Misdemeanor=2
years; Serious Misdemeanor=1 year; Simple
Misdemeanor=30 days
9 | Offense Type General category for the most serious offense | Plain Text
for which the offender was placed in prison.
10 | Offense Subtype Further classification of the most serious of- | Plain Text
fense for which the offender was placed in
prison.
11 | Return to Prison No = Did not return to prison within the | Plain Text
three year tracking period; Yes = Admitted to
prison for any reason within the three year
tracking period
12 | Days to Return Number of days it took before the offender | Number
returned to prison.
13 | Recidivism Type Indicates the reason for return to prison. Plain Text
14 | New Offense Classification | New conviction maximum penalties: A | Plain Text
Felony=Life; B Felony=25 or 50 years; C
Felony=10 years; D Felony=5 years; Aggra-
vated Misdemeanor=2 years; Serious Mis-
demeanor=1 year; Simple Misdemeanor=30
days
15 | New Offense Type General category for the new conviction while | Plain Text
the offender is out of prison.
16 | New Offense Sub Type Further classification of the new conviction. | Plain Text
17 | Target Population The Department of Corrections has under- | Plain Text

taken specific strategies to reduce recidivism
rates for prisoners who are on parole.

Table 15: Features Dataset 2
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APPENDIX B: ACCURACY, TPR AND FPR PER BIAS MITIGATED MODEL



REFERENCES 34

Accuracy TPR FPR

75.29 77.39 26.90
74.62 68.57 20.31
m 75.50 80.05 31.03
77.01 85.88 36.77
74.04 72.02 23.95
]

85.50 86.31 15.34
84.04 80.70 13.06
m 85.82 51.60 20.75
87.47 94.21 23.01
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Figure 9: Results from the Singular Race/Gender Models
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Figure 10: Results from the Balanced Race/Gender Models
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Figure 11: Results from the Race/Gender Eliminated models
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Figure 12: Results from the Past Criminal History Models
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Figure 13: Results from the Proxy-Eliminated Models
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APPENDIX C: CONFUSION MATRICES OF BASE AND BIAS MITIGATED MODELS
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Figure 14: Base Models Confusion Matrices
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Figure 15: Race Fitted Black Models Confusion Matrices
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Figure 16: Race Fitted White Models Confusion Matrices
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Figure 17: Gender Fitted Female Models Confusion Matrices
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Figure 18: Balanced Race Models Confusion Matrices
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Figure 19: Balanced Gender Models Confusion Matrices
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Figure 20: Single Race Method Black Models Confusion Matrices
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Figure 21: Single Race Method White Models Confusion Matrices
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Figure 22: Single Race Method Female Models Confusion Matrices
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Figure 23: Single Race Method Male Models Confusion Matrices
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Figure 24: Race Eliminated Method Models Confusion Matrices
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Figure 25: Gender Eliminated Method Models Confusion Matrices
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Figure 26: Past Criminal History Black Models Confusion Matrices
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Figure 27: Past Criminal History White Models Confusion Matrices
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Figure 28: Past Criminal History Female Models Confusion Matrices

(e) LR Confusion Matrix PCH Female Model Dataset (f) RF Confusion Matrix PCH Female Model Dataset
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Figure 29: Proxy Eliminated Method Models Confusion Matrices
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Figure 30: Proxy Eliminated Method Race Models Confusion Matrices
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Figure 31: Proxy Eliminated Method Gender Models Confusion Matrices
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