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Abstract

Airbnb is an online platform on which people can offer or book
listings (accommodations). Listings are offered by hosts, and they are
responsible for determining the price for their listing. It is important
for hosts to correctly determine the listing price because ’price’ is a
key factor in the decision-making process of consumers. In addition,
Airbnb does not control the prices determined by the host. This
thesis aims to predict the prices of Airbnb listings in Istanbul using
machine learning and natural language processing to provide hosts
with a model to determine the price for the listing, and potential
(guests) can use this model to determine if the indicated price by
the host is fair. Different machine learning models were built to
predict the Airbnb listing prices in Istanbul, namely Linear Regression,
Random Forest Regression, Support Vector Regression, and XGBoost
(eXtreme Gradient Boosting) Regression. As input for the models,
guest reviews and various listing-related features were used. The
listings characteristics features and reviews are stored in separate
data sets, therefore two different data sets were merged to make the
predictions. Both data sets are publicly available on Inside Airbnb.
Moreover, this study examines the generalizability of the models used
for predicting Airbnb listing prices in Istanbul by testing them on
two new cities, which are Amsterdam and Rome. For this purpose, a
Listings data set and a Reviews data set will be used for both cities.
The results show that the XGBoost Regression model predicts the
Airbnb listing prices in Istanbul the best. Additionally, the results
show that none of the models were able to predict the prices of Airbnb
listings in Amsterdam and Rome. This means that the models for
Airbnb listings in Istanbul are not generalizable to predict Airbnb
listing prices in other cities - Amsterdam and Rome.
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1 data source/code/ethics statement

Work on this thesis did not involve collecting data from human participants
or animals. The data sets used in this thesis were retrieved from Inside
Airbnb1 and are publicly available. The original owner of the data and
code used in this thesis retains ownership of the data and code during and
after the completion of this thesis. The author of this thesis acknowledges
that she does not have any legal claim to this data or code. The code related
to this thesis is available as a Python file (.py) on GitHub.2

2 introduction

Airbnb, established in 2008, is an online platform on which members can
publish, offer, search for, or book listings.3 Listings refer to the different
accommodations that are offered, for example, homes, apartments, studios,
and villas. Since the launch of the platform, Airbnb has more than 5.6
million listings located in more than 220 countries, including Turkey, and
more than one billion guest arrivals from all over the world.4 In Turkey,
the use of Airbnb listings is popular in cities like Istanbul, Antalya, and
Fethiye.5 Once a guest has booked a listing, stayed, and checked out, the
guest will be asked to leave a review. This review must be submitted
within 14 days from the time of checkout, and these reviews will then be
visible on the Airbnb platform.6 With this opportunity, guests can express
their opinion about the listing. Reviews are valuable for customers, and
they use reviews in their consumer decision-making process. In addition,
reviews are the most important information source that travelers use to
make a purchase decision. Furthermore, price is an important factor in
the consumer decision-making process, and reviews are supposed to help
with evaluating the price of a product (Wang, Fong, & Law, 2020).

Currently, hosts determine the prices for their listings, and Airbnb
does not control the prices (Priambodo & Sihabuddin, 2020). However,
it is important for Airbnb to have a model that can help hosts indicate
the price for a listing. Another benefit could be that this model helps
(potential) guests to evaluate if the indicated price by the host is fair. More
importantly, there is no standard model that can be used to predict the
prices of Airbnb listings in the world. Therefore, this study will focus
on developing different machine learning models for Airbnb listings in

1 http://insideairbnb.com/get-the-data.html
2 https://github.com/ksr-m
3 https://www.airbnb.nl/help/article/2908/terms
4 https://news.airbnb.com/about-us/
5 https://www.airbnb.com/turkey/stays
6 https://www.airbnb.com/help/article/13/reviews-for-stays
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Istanbul and assess if these models generalize to two other cities in Europe.
The aim of this study is to answer the main research question:

How can Airbnb listing prices in Istanbul be predicted based on listing
characteristics and reviews?

In order to answer the main research question four sub-questions were
formulated:

SQ1 What is the compound polarity score of each reviews?

In order to use reviews for predicting the prices of Airbnb listings in
Istanbul, sentiment analysis will be performed. By doing so, the compound
score of each guest review will be obtained. Accordingly, a new feature
will be created. To obtain the compound score for each review a lexicon-
and-rule-based sentiment analysis tool, VADER (Valence Aware Dictionary
and sEntiment Reasoner), will be used (Hutto & Gilbert, 2014). This tool
calculates four different sentiment polarity scores, namely negative polarity
score, neutral polarity score, positive polarity score, and compound polarity
score, for each review. The compound polarity score is the normalized sum
of the negative, neutral, and positive sentiment classes (Hutto & Gilbert,
2014). A further description of VADER will be provided in Sub-section 5.3.

SQ2 Which features affect the price of Airbnb listings in Istanbul the most?

To determine which features influence the price of Airbnb listings the
most, the ’SelectKBest’ method from the Scikit-learn library will be used
(Pedregosa et al., 2011). This method will be explained in Sub-section 5.4.

SQ3 Which model predicts the price of Airbnb listings in Istanbul the best?

To answer the third sub-question several steps will be taken. First of
all, four different machine learning models, namely Linear Regression
(baseline model), Random Forest Regression, Support Vector Regression,
and XGBoost Regression will be built to predict the prices of Airbnb listings
in Istanbul. Subsequently, the prediction performance of each model will
be evaluated on the test set by using three evaluations metrics, including
the R-Squared (R2) value, Mean Absolute Error (MAE), and Root Mean
Square Error (RMSE). The model with the highest R2 value and lowest
MAE and RMSE values will be considered as the best model. The different
evaluation metrics will be described in Sub-section 5.7.
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SQ4 How well do the models generalize to other cities?

The fourth sub-question will be answered by testing the different models
built for predicting Airbnb listings in Istanbul on unseen data. For this
purpose, Airbnb data for Amsterdam and Rome will be used.

This study shows that the XGBoost Regressor is the best model to
predict Airbnb listing prices in Istanbul using listing characteristics and
reviews. The second-best performance is obtained with the Random
Forest Regressor. This model performs slightly worse than the XGBoost
Regression model. Moreover, the Support Vector Regression model is the
worst performing model. In addition, the results show that the models
built for predicting Airbnb listing prices in Istanbul do not generalize to
other cities - Amsterdam and Rome.

3 related work

Sentiment Analysis is a widely performed task in Natural Language Pro-
cessing (NLP) and is used to extract and analyze people’s opinions about
a topic (Birjali, Kasri, & Beni-Hssane, 2021; Luo, Chen, Xu, & Zhou, 2013;
Yue, Chen, Li, Zuo, & Yin, 2019). By applying sentiment analysis, a polarity
score is obtained and used to classify a particular text into the positive
class, neutral class, or negative class (Borg & Boldt, 2020; Haselmayer &
Jenny, 2017; Hutto & Gilbert, 2014). For sentiment analysis, the compound
polarity score is commonly used to classify a text into one of the three
classes (Hutto & Gilbert, 2014). Sentiment Analysis is applied in different
fields (Mouthami, Devi, & Bhaskaran, 2013). One of these field is business,
where companies use sentiment analysis as a quality measure for their
products or services through social media monitoring (Lawani, Reed, Mark,
& Zheng, 2019; Mouthami et al., 2013).

Moreover, another common task is to make predictions by using senti-
ment analysis. One example is from the field of politics, where sentiment
analysis is commonly used to predict elections based on social media posts
or news articles (Ibrahim, Abdillah, Wicaksono, & Adriani, 2015; Ramteke,
Shah, Godhia, & Shaikh, 2016). To give a specific example, (Rodríguez-
Ibáñez, Gimeno-Blanes, Cuenca-Jiménez, Soguero-Ruiz, & Rojo-Álvarez,
2021) applied sentiment analysis on political campaigns based on tweets
posted by the political party leader or tweets that contain a mention to a
political party in order to characterize the sentiment during an election
period. Furthermore, a study conducted by Caetano, Lima, Santos, and
Marques-Neto (2018) performed sentiment analysis on tweets and classified
Twitter users into six classes.
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Another example is from the field of finance, where an extensively
performed task is to predict stock prices or cryptocurrency prices based
on messages posted on social media platforms, like Reddit and Twitter
(Inamdar, Bhagtani, Bhatt, & Shetty, 2019; Jin, Yang, & Liu, 2020; Mohan,
Mullapudi, Sammeta, Vijayvergia, & Anastasiu, 2019; Sattarov, Jeon, Oh, &
Lee, 2020; Wooley, Edmonds, Bagavathi, & Krishnan, 2019). In this field,
sentiment analysis is used to extract whether people’s sentiment is positive
or negative about, for example, a stock or cryptocurrency to predict the
price of a stock or cryptocurrency (Renault, 2020).

Moreover, sentiment analysis is frequently applied to derive the opin-
ions and sentiments of customers towards services or products (Lawani et
al., 2019; Ligthart, Catal, & Tekinerdogan, 2021). The importance of guests’
reviews on Airbnb listings prices is examined in by Lawani et al. (2019).
To do so, they used sentiment analysis to extract the review score of each
guest review for Airbnb listings in Boston. This study showed that review
scores highly influence the price of an Airbnb listing (Lawani et al., 2019).

In addition, Kokasih and Paramita (2020) applied XGBoost Regression
to predict the Airbnb listing prices in Singapore. They used listing features,
location data, reviews, and data about the host as the input for the model
(Kokasih & Paramita, 2020). In this study, NLP is used to extract polarity
scores from reviews to use these with other features. This study showed
that XGBoost Regressor is a powerful algorithm to predict Airbnb prices
Kokasih and Paramita (2020). Furthermore, Zhu, Li, and Xie (2020) used
different machine learning models, namely Linear Regression (baseline
model), Deep Neural Network, Random Forest Regressor, and XGBoost
Regressor to predict the Airbnb listing prices in New York in combination
with NLP. The NLP algorithm ’sentimentr’ was used to calculate the
sentiment score based on the listing name and used it along with other
features from the Airbnb data set as input for the models (Zhu et al., 2020).
They used the NLP algorithm ’sentimentr’. In this study, the Random
Forest Regressor and XGBoost Regressor achieved the best performance.

Another study that predicts prices of Airbnb listings in New York
was conducted by Rezazadeh Kalehbasti, Nikolenko, and Rezaei (2021).
They also used machine learning models in combination with NLP. In
contrast to Zhu et al. (2020), this study performed sentiment analysis on
guest reviews for each Airbnb listing to extract the sentiment polarity
score. This study used the TextBlob library to perform sentiment analysis
and obtain the polarity score of each review. Subsequently, they used
this sentiment polarity score combined with listing features from the
Airbnb data set (Rezazadeh Kalehbasti et al., 2021). They applied a Linear
Regression model (baseline model), Ridge Regression, K-means Clustering
with Ridge Regression, Support Vector Regression, Neural Network, and
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Gradient Boosting Tree Ensemble to predict the prices. In this study,
the Support Vector Regression model outperformed the other models
(Rezazadeh Kalehbasti et al., 2021).

In addition, numerous studies predict the prices of Airbnb listings
without performing sentiment analysis. Yang (2021) used an XGBoost
Regression model and a Neural Network to predict Airbnb listing prices in
Beijing. This study used listings characteristics and created two additional
features, namely Beijing house prices and location data of subway stations
as input for the models (Yang, 2021). Among the two models, the XGBoost
Regression achieved the best result (Yang, 2021). Furthermore, Dhillon et
al. (2021) used a Linear regression, Logistic regression, and Random Forest
Regression to predict Airbnb prices across different cities in the United
States. As the input to the models, several features from the Airbnb data
set were used, and they achieved the best performance with the Random
Forest Regression model (Dhillon et al., 2021).

The contribution of this study to the existing literature is twofold. The
first contribution is building a model to predict the prices of Airbnb listings
in Istanbul using machine learning and natural language processing since
this is not observed in the existing literature. Second, examining the
generalizability of the models for this particular city was not observed.
Therefore this study examines the generalizability of the models for Airbnb
listing prices in Istanbul on two other cities, namely Amsterdam and Rome.

4 method

Supervised learning algorithms are one category of machine learning
algorithms. Supervised learning algorithms require labeled data. In other
words, the dependent variable is known (Shmueli, Bruce, Gedeck, & Patel,
2019). In this study, the outcome variable is known, therefore supervised
learning algorithms were used to predict the prices of Airbnb listings in
Istanbul. From previous studies conducted by Rezazadeh Kalehbasti et al.
(2021), Kokasih and Paramita (2020), Zhu et al. (2020), Yang (2021), and
Dhillon et al. (2021), it was observed that the XGBoost Regressor, Support
Vector Regressor, and Random Forrest Regressor algorithms achieve the
best performance in predicting Airbnb listing prices. Based on these
findings, the same models were used in this study. In addition, a Linear
Regression model was used as the baseline model since this machine
learning algorithm is simple and widely used for prediction tasks (Maulud
& Abdulazeez, 2020).
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4.1 Linear Regression

Linear regression is used for supervised learning tasks. A linear regression
model fits a linear model and has the objective to minimize the sum of
squared errors between the actual dependent variable and the predicted
dependent variable (Shmueli et al., 2019). Moreover, multiple linear regres-
sion is used when there are two or more independent variables to predict
one dependent variable (Uyanık & Güler, 2013).

4.2 Random Forest

Another supervised learning algorithm is the Random Forest. This algo-
rithm is proposed by Breiman (2001). The Random Forest is suitable for
classification tasks and regression tasks (Breiman, 2001). This algorithm
is an ensemble machine learning method that combines different decision
trees by using a random feature subset from the data set (Biau, 2012; Biau
& Scornet, 2016). The model outputs the majority class, in the case of a
classification task. In the case of a regression problem, the output is an
average of the predictions found by each tree (Biau & Scornet, 2016).

4.3 Support Vector Regressor

The Support Vector Machine is a supervised machine learning algorithm.
The Support Vector Machine is used for classification tasks. However, it is
also possible to implement this algorithm for a regression task by using a
Support Vector Regression (Awad & Khanna, 2015). This algorithm uses
thresholds values to fit the hyperplane (best fit line) (Awad & Khanna,
2015).

4.4 XGBoost Regressor

The XGBoost (eXtreme Gradient Boosting) is a supervised learning algo-
rithm. This algorithm is a tree-based ensemble method and the purpose of
this algorithm is to minimize the objective function during each iteration.
The objective function is defined by the loss function and regularization
term (Chen & Guestrin, 2016; Cherif & Kortebi, 2019).
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5 experimental setup

5.1 Data set

The data sets used in this study were obtained from Inside Airbnb7. Inside
Airbnb provides separate data sets for Airbnb listings in different cities
and are publicly available in comma-separated values (CSV) formatted
files. In this study, the Listings data set and Reviews data set for Airbnb
listings in Istanbul, Amsterdam, and Rome were used. The data sets
for Istanbul (compiled on 30 September 2021) were the main data sets.
Furthermore, the Amsterdam data sets (compiled on 7 September 2021)
and Rome data sets (compiled on 12 September 2021) were used solely
to test the generalization performance of the price prediction models for
Airbnb listings in Istanbul. A further description of the Listings data set
and Reviews data set, including the pre-processing and Exploratory Data
Analysis (EDA), will be provided in Sub-section 5.2 and Sub-section 5.3,
respectively.

5.2 Listings data set

The Listings data set contains detailed information about Airbnb listings,
including the target variable which is ’Price’. All Listings data sets have the
same 74 features, which can be found in Appendix A (page 27). However,
the number of observations is different per data set, as the number of
Airbnb listings offered varies by city. The number of listings in the data
sets for Istanbul, Amsterdam, and Rome is 23,019, 16,116, and 26,097,
respectively. After obtaining the data sets, EDA and pre-processing were
performed for all data sets. These steps were the same for each data set. The
first step was to remove columns from the data set that were not relevant
for analysis, for example, ’Listing_url’, ’Last_scaped’, and ’Picture_url’.
Furthermore, there were features that contained similar information, for
example, ’host_listings_count’ and host_total_listings_count. Therefore,
one of the two features was removed. Moreover, several numerical features
were converted from object to float by removing the text, for example, the
dollar symbol was removed from the ’Price’ feature (target variable) or the
percentage sign was removed from the ’Host_response_rate’ feature.

The second step was to determine whether there were missing values
in the data set. It was observed that several columns contained missing
values. From these columns, four contained only missing values and were
removed from the data set. Moreover, data imputation was used to replace
the missing values in numerical columns. There are two commonly used

7 http://insideairbnb.com/get-the-data.html
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imputation techniques, namely, mean imputation and median imputation
(Hadeed, O’Rourke, Burgess, Harris, & Canales, 2020). Mean and median
imputation means replacing the missing values in a particular feature
with the mean value or median value of that feature (Jadhav, Pramod,
& Ramanathan, 2019). To decide which imputation method to use the
distribution of the numerical variables was analyzed by using a distribution
plot. From this, it was observed that the features are highly skewed.
Therefore, median imputation was used since this method is suitable for
highly skewed data (Hadeed et al., 2020). Moreover, Boolean variables
were observed and converted into binary variables. An example of a
Boolean variable from the data set is the ’Host_is_superhost’ feature which
contains only ’f’ (False) or ’t’ (True) values. In addition, categorical variables
were one-hot-encoded, except the ’amenities’ column. This column was
used to create a new feature (’Nr_amenenities’) by counting the number
of amenities. Furthermore, after one-hot-encoding the ’property_type’,
feature it was found that not all data sets contain the same property types.
Therefore, the property types that were not present in all data sets were
removed. Subsequently, the original features which were one-hot-encoded
and the ’amenities’ feature were removed.

The final pre-processing step for the Listings data set was applying log-
transformation on features with a right-skewed distribution to make the
distributions more normal (Curran-Everett, 2018). One of the features on
which log-transformation was applied is the ’Price’ feature (target variable).
Figure 1 illustrates the distribution of the ’Price’ feature before and after
applying log-transformation. It is shown that the distributions became
more normal after applying log-transformation.

5.3 Reviews data set

The Reviews data set contains detailed information about guest reviews
for Airbnb listings. All data sets have the same six features. An overview
of all features can be found in Appendix C (page 30). The number of
observations is different per data set, as these correspond to the number of
reviews. The Istanbul data set contains 216,729 reviews, the Amsterdam
data set contains 397,185 reviews, and the Rome data set contains 1,044,497

reviews.
After obtaining the data sets EDA, and pre-processing were performed

for each data set. The first step was to remove unnecessary features since
only the ’Listing_id’ and ’Comments’ were relevant for this study. The
’Listing_id’ feature includes the unique ID of an Airbnb listing, and the
’Comments’ feature includes the guest reviews. The second step was to
detect missing values. As a result, missing values were identified for the
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Figure 1: Distribution of the ’Price’ feature of the Istanbul, Amsterdam, and Rome
data sets before log-transformation and after applying log-transformation.

’Comments’ feature in all data sets. The Istanbul Reviews data set contained
409 missing values which is 0.19% of the entire data set. Furthermore, the
Amsterdam Reviews data set had 289 missing values which represents
0.07% of the observations. In the Rome data set, 412 missing values, were
identified which amounts to 0.04% of the total observation. The missing
values were removed from the data sets since the number of missing values
is small and the data sets are relatively large (Cokluk & Kayri, 2011). In
addition, automatically posted reviews were removed since these reviews
were not useful for analysis. Consequently, 1,543 observations from the
Istanbul data set, 5,558 observations from the Amsterdam data set, and
5,401 observations from the Rome data set were removed. Furthermore,
the reviews in the ’Comments’ feature were written in different languages,
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for example, Turkish, English, French, and Russian. However, only reviews
written in English were used for analysis. In order to detect these reviews,
the Python package ’Langdetect’ was used (Danilák, 2021). After applying
this tool, 149,423 English reviews were detected in the Istanbul Reviews
data set, 307,168 English reviews were identified in the Amsterdam Reviews
data set, and 684,656 English reviews were detected in the Rome Reviews
data set. The final step of this process was to store the detected English
reviews. As a result, a data set with only English reviews were created for
each city.

Subsequently, the data sets containing only the English reviews were
used to create a new feature for each Listings data set. This new feature was
created by extracting the compound polarity score of each guest review by
using VADER (Hutto & Gilbert, 2014). VADER was used as the sentiment
analysis tool since it performs well on social media text or reviews (Bonta
& Janardhan, 2019; Hutto & Gilbert, 2014). As mentioned earlier, VADER
calculates different sentiment scores, including the compound polarity
score. This score is the normalized sum of valence scores and ranges
from -1 to +1, where -1 means extremely negative and +1 means extremely
positive (Hutto & Gilbert, 2014). A compound polarity score of >= 0.05

indicates a positive sentiment, a compound polarity score between > -0.05

and < 0.05 indicates a neutral sentiment, and a sentence has a negative
sentiment when the compound polarity score is <=-0.05. Furthermore,
listings can have multiple reviews. Therefore, the average compound
polarity score is computed per listing and used as a new feature which
was called ’Compound_score’.

As a final step, the Listings data set and Reviews data set for each city
were merged based on listing ID. After merging the data sets, missing
values were observed in the new feature ’Compound_score’. These missing
values can be explained by the fact that there are no guest reviews for these
listings. As mentioned earlier, a compound polarity score between > -0.05

and < 0.05 indicates a neutral sentiment, therefore, the missing values were
replaced with zeros (Hutto & Gilbert, 2014).

By performing all steps, one data set containing the features from the
Listings data set and the new feature ’Compound_score’ was obtained for
each city.

5.4 Feature selection

Another important part of pre-processing is feature selection and is used
to determine the (minimum) input features of a model Kuhn and Johnson
(2013). As mentioned earlier, the Istanbul data set was considered the
main data set. Therefore, feature selection was performed based on the
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Istanbul data set. To identify the most important features for predicting
Airbnb listings prices in Istanbul the ’SelectKBest’ method from Scikit-learn
was used (Pedregosa et al., 2011). This method calculates the correlation
between the dependent variables and the independent variable. Subse-
quently, a p value for each variable was obtained (Pedregosa et al., 2011).
After applying this method to the Istanbul data set, it was observed that
features related to property, such as ’property type’ and features related
to the room, for example, ’room type’ highly influence the price of an
Airbnb listing in Istanbul. Table 1 shows the 10 most important features
for predicting Airbnb listing prices in Istanbul. The newly created feature
’Compound_score’ is listed on place 12 and has a p value of .044. It can be
concluded that reviews influence the price of Airbnb listings in Istanbul.
Another feature created during the pre-processing was ’Nr_amenities’ this
feature has a moderate influence on the price of Airbnb listings in Istanbul
since it was listed on place 30 (p value = .017).

In addition, the ’SelectKBest’ was also used to determine the appropri-
ate number of features to predict Airbnb listing prices in Istanbul. This
method selects the top features based on the p value for a given k, where
k represents the number of features to select (Pedregosa et al., 2011). In
this study different values for k were determined, namely k = 10, k = 15,
k = 20, k = 25, k = 30, k = 35, k = 40, k = 45, k = 50, k = 55, and
k = 60. Subsequently, each set of k features was used to predict the prices
of Airbnb listings in Istanbul. After evaluating the model performances, it
was observed that the optimal number of features is k = 60. Appendix D
(page 31) includes the 60 selected features for predicting prices of Airbnb
listings in Istanbul. In addition, the same features were selected for the
Amsterdam data set and Rome data set. As a result, the final size of the
Istanbul data set is 23,006 observations and 60 features, the Amsterdam
data set contains 16,096 observations and 60 features, and the Rome data
set includes 26,068 observations and 60 features.

In Machine Learning data is commonly split into a training set, vali-
dation set, and test set (Kuhn & Johnson, 2013). The training set is used
for training the models, the validation set is used for tuning the hyperpa-
rameters of a model, and the test set is used to evaluate the performance
of the models on unseen data (Kuhn & Johnson, 2013). Therefore, the
last pre-processing step involved splitting the Istanbul data set (23,006

observations and 60 features) into a training set, validation set, and test
set, 70%, 15%, and 15%, respectively. The Amsterdam and Rome data sets
were entirely used (100%) as test sets to assess the generalizability of the
models built for predicting Airbnb listing prices in Istanbul.
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Table 1: The first 10 most important features for predicting the price of Airbnb
listings in Istanbul.

Feature Score (p value)
Accommodates .204

Entire vila .175

Bedrooms .117

Beds .097

Bathrooms .095

Room type: Private room .087

Room type: Entire home/apt .084

Private room in rental unit .074

Private room in boat .052

Boat .045

5.5 Hyperparamater tuning

Hyperparameter tuning is an important task and is used to find the optimal
set of hyperparameters for a model (Kuhn & Johnson, 2013). In this study,
hyperparameter tuning was performed for all models except the Linear
regression model (baseline model) because this model has no hyperparam-
eters to tune (Kuhn & Johnson, 2013). The hyperparameter tuning process
for the XGBoost Regression model, Random Forest Regression model, and
Support Vector Regression model started by defining a set of hyperparam-
eters to tune for each model. First, the set of hyperparameters to tune
was defined for the XGBoost Regression model. The defined set included
four hyperparameters, namely the ’n_estimators’ which is the number of
gradient boosted trees or the number of boosting rounds, ’max_depth’
which defines the maximum depth of the tree, ’learning_rate’ which is the
boosting learning rate, and ’gamma’ which is a regularization parameter
(Pedregosa et al., 2011). Moreover, for the Random Forest Regression
model, the maximum depth of the tree (’max_depth’) and the number of
trees in the forest (’n_estimators’) were the selected hyperparameters to
tune (Pedregosa et al., 2011). The last set of hyperparameters was defined
for the Support Vector Regression model and included two hyperparame-
ters, namely ’C’ which is the regularization parameter, and ’gamma’ which
defines the kernel coefficient (Pedregosa et al., 2011). Subsequently, the
validation set was used to find the optimal set of hyperparameters by
using grid search which was implemented by a for-loop. Table 2 shows
the defined set of hyperparameters and the best set of hyperparameters
found for each model. After finding the best set of hyperparameters for
each model, these were used to build the final models.
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Table 2: Selected hyperparameters and optimal parameters obtained per model

Model Defined set of Best set of
hyperparameters hyperparameters

XGBoost Regressor n_estimators = [50, 100, 150] n_estimators = 150

max_depth = [1, 5, 10, 15, 20] max_depth = 10

learning_rate = [0.1, 0.2, 0.3] learning_rate = 0.1
gamma = [0.1, 0.5, 1] gamma = 0.5

Random Forest Regressor max_depth = [1, 5, 10, 15, 20] max_dept = 20

n_estimators = [100, 150] n_estimators = 100

Support Vector Regressor gamma = [0.001, 0.01] gamma = 0.001

C = [30, 40, 50] C = 50

5.6 Implementation

In this study, the experiments were performed in Python (version 3.7) by
using various packages. An overview of all packages and versions used
for each task can be found in Table 3.

Table 3: Python packages and versions used per task

Task Python package Version
Pre-processing Pandas (Wes McKinney, 2010) 1.1.5

NumPy (Harris et al., 2020) 1.19.5
Sentiment analysis
Language detection Langdetect (Danilák, 2021) 1.0.9

Compound polarity score VADER (Hutto & Gilbert, 2014) 3.3.2
Feature selection Scikit-learn (Pedregosa et al., 2011) 1.0.1
Data partitioning Scikit-learn (Pedregosa et al., 2011) 1.0.1
Model building Scikit-learn (Pedregosa et al., 2011) 1.0.1

Model evaluation Scikit-learn (Pedregosa et al., 2011) 1.0.1
Visualization Seaborn (Waskom, 2021) 0.11.2

Matplotlib (Hunter, 2007) 3.2.2

5.7 Evaluation metrics

R2, MAE and RMSE are the most commonly used metrics for regression
tasks (Chicco, Warrens, & Jurman, 2021; Kuhn & Johnson, 2013; Li, 2017).
Therefore, these metrics were used to assess the prediction performance of
each model based on the test set. R2 indicates the fraction of variance in
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the dependent variable that is explained by the independent variables in
the model Kuhn and Johnson (2013). For example, if a model has an R2

value of 0.40 this implies that the model explains 40% of the variance in
the dependent variable given the independent variables in the model. For
this metric high values means a better fit Chicco et al. (2021). Moreover,
the MAE measures the average absolute errors between the actual value
and the predicted value (Willmott & Matsuura, 2005). Furthermore, the
square root of the errors between the predicted values and actual values is
represented by the RMSE (Hunter, 2007; Willmott & Matsuura, 2005). In
terms of the MAE, the best value for these metrics is 0 (zero) and the worst
value is +∞, therefore lower values are desirable (Chicco et al., 2021). The
R2, MAE, and RMSE are defined as follows:

R2 = 1 − ∑n
i=1(yi − ŷi)

2

∑n
i=1(yi − ȳ)2 (1)

MAE =
1
n

n

∑
i=1

|yi − ŷi| (2)

RMSE =

√
1
n

n

∑
i=1

(yi − ŷi)2 (3)

where yi is the actual value of the ith observation, ŷi is the predicted value
for the ith observation, ȳ denotes the mean of y, and n represents the
sample size.

6 results

In this section, the prediction performance of the models described in
Section 4 on the Istanbul data set will be presented. In addition, the
generalizability of these models on the Amsterdam data set and Rome
data set will be presented. The models were compared in terms of the
evaluation metrics described in 5.7.

6.1 Prediction performance

Several models were used to predict Airbnb listings prices in Istanbul. The
predictive performance per model is illustrated in Table 4.

The baseline model (Linear Regression) achieved an R2 score of 0.461,
the MAE and RMSE values of this model are 0.456 and 0.616, respectively.
By comparing the different models, it was observed that all models outper-
formed the baseline model. The highest predictive performance is achieved
with the XGBoost Regressor since this model has the highest R2 score
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and the lowest MAE and RMSE values which are 0.570, 0.395, and 0.550,
respectively. The Random Forest Regressor is the second best algorithm
with an R2 score of 0.546, MAE value of 0.408, and an RMSE value of
0.566. However, by comparing the XGBoost Regressor and Random Forest
Regressor, it was observed that there is a small difference in terms of
predictive power. The R2 score, an MAE value, and RMSE value obtained
with the Support Vector Regressor are 0.465, 0.438, and 0.614, respectively.
With this performance, the Support Vector Regressor performs the worst,
compared to the baseline model. The result of the Support Vector Regres-
sor is notable since it shows similar results as the baseline model. It can
be concluded that the Random Forest Regressor and XGBoost Regressor
performed considerably better than the baseline model and the Support
Vector Regressor.

Table 4: Performance metrics for each model on the test set

Model R2 MAE RMSE
Linear Regression (baseline) 0.461 0.456 0.616

Random Forest Regressor 0.546 0.408 0.566

Support Vector Regressor 0.465 0.438 0.614

XGBoost Regressor 0.570 0.395 0.550

Figure 2 illustrates the actual values and predicted values per model
for Airbnb listings in Istanbul.

6.2 Generalizability of the models to other cities

After predicting the Airbnb listings prices for Istanbul, the generalizability
of the models was evaluated by predicting prices of Airbnb listings in two
other cities, namely Amsterdam and Rome. The same features and models
used for the Istanbul data set were tested on the Amsterdam data set and
Rome data set. Table 5 shows the prediction performance of the models on
the Amsterdam data set and Rome data set.

The results showed that none of the models generalize on data of
Airbnb listings in Amsterdam or Rome. All models achieved a negative R2

score which implies that the fit of a model is worse than the mean value
of the data (Chicco et al., 2021). Although the models do not generalize,
the performance of the models differs per data set. The XGBoost Regressor
achieved the best performance on the Amsterdam data set. This model
obtained the highest R2 value (-3.796) and the lowest MAE (1.068) and
RMSE (1.150) values. Whereas, the Support Vector Regressor obtained
the best performance on the Rome data with an R2 score of -4.689, MAE
value of 1.575, and RMSE value of 1.665. This result is notable because the



6 results 17

Figure 2: Prediction performances of the different models (based on test set)

Support Vector Regressor was the worst-performing model on the Istanbul
data set. Moreover, the models trained on the Istanbul data set showed
slightly better performance on the Amsterdam data set, in general. Overall,
it can be concluded that the features and the data of Airbnb listings in
Istanbul were insufficient to predict Airbnb prices in Amsterdam and
Rome.

Table 5: Performance metrics for each model tested on Amsterdam and Rome
data sets

Model R2 MAE RMSE City
Linear Regression (baseline) -4.641 1.140 1.247 Amsterdam

Random Forest Regressor -3.894 1.079 1.162 Amsterdam
Support Vector Regressor -4.049 1.096 1.180 Amsterdam

XGBoost Regressor -3.796 1.068 1.150 Amsterdam
Linear Regression (baseline) -5.057 1.640 1.718 Rome

Support Vector Regressor -4.689 1.575 1.665 Rome
Random Forest Regressor -5.356 1.681 1.760 Rome

XGBoost Regressor -5.307 1.676 1.753 Rome
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Figure 3 shows the actual values and predicted values obtained with
the best models for Airbnb listings in Amsterdam and Rome. The predic-
tive performance of the remaining models can be found in Appendix B
(page 29).

Figure 3: The actual values and predicted values of the best models for the
Amsterdam data set and Rome data set.

7 discussion

This study aims to predict Airbnb listing prices in Istanbul using listing-
related features and reviews. To answer the main research question, four
sub-questions were formulated:

SQ1 What is the compound score of each reviews?

SQ2 Which features affect the price of Airbnb listings in Istanbul the most?

SQ3 Which model predicts the price of Airbnb listings in Istanbul the best?

SQ4 How well do the models generalize to other cities?

The answer to each sub-question will be discussed below.

SQ1 What is the compound score of each reviews?

To use reviews for predicting prices of Airbnb listings in Istanbul senti-
ment analysis was performed. In contrast to prior studies conducted by
Rezazadeh Kalehbasti et al. (2021) and Zhu et al. (2020) this study used
VADER, as the sentiment analysis tool, to obtain the compound sentiment
scores of each guest review. Accordingly, these compound scores were



7 discussion 19

used to calculate a mean compound score per listing since a listing can
have multiple reviews. As a result, a new feature, ’Compound_score’ was
created for each listing and merged with feature set from the Listings data
set.

SQ2 Which features affect the price of Airbnb listings in Istanbul the most?

Feature selection is an important part of the pre-processing process. To
determine the feature importance the p value was computed for each
feature. The results showed that the top 10 most important features consist
of property-related features, such as ’property type’ and room-related
features, such as the ’Beds’. The newly created feature ’Compound_score’
has a p value of .044 and was the 12 most important feature for predicting
Airbnb listing prices in Istanbul.

Therefore, it can be concluded that reviews have an influence on the
price of Airbnb listings in Istanbul. This result supports the study con-
ducted by Lawani et al. (2019) since they also stated that review scores
highly influence the price of an Airbnb listing.

Moreover, the number of features was determined using the ’Selec-
tKBest’ that selects the features based on the importance given k, where k
is the number of features to select. In this study, 11 different values for k
were determined. Subsequently, each set of features was used as the input
to the different models. After training, tuning, and testing the different
models it was found that the highest performance was achieved with k = 60.
However, this was a computationally expensive process. Therefore, it was
not possible to try every possible number for k. One solution could be to
include and try the remaining possible numbers of k. Another suggestion
would be to use other feature selection methods in order to obtain the most
important features for predicting Airbnb listing prices in Istanbul. More-
over, a comparison of the features used for producing Airbnb listings in
Istanbul could not be made, since there are no prior studies for predicting
Airbnb listings in Istanbul.

SQ3 Which model predicts the price of Airbnb listings in Istanbul the best?

In this study, several machine learning models were built to predict the
price of Airbnb listings in Istanbul. First of all, a Linear Regression model
was built and was the baseline model in this study. Subsequently, a Random
Forest Regression, Support Vector Regression, and XGBoost Regression
were built. To compare the performance of the models, the R2 value, MAE
value, and RMSE values were analyzed. The results show that all models
outperformed the baseline model. However, among these models, the
XGBoost Regressor achieved the best performance. This result supports
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previous studies conducted by Kokasih and Paramita (2020), Zhu et al.
(2020), and Yang (2021), since they also obtained the best performance with
the XGBoost Regressor. Among all models, the Support Vector Regression
model achieved the lowest performance.

SQ4 How well do the models generalize to other cities?

The final sub-question was answered by testing the models built for predict-
ing prices of Airbnb listings in Istanbul on Airbnb data from other cities.
In this study, the Amsterdam data set and Rome data set were entirely
used to assess the generalizability of the models built for the Istanbul data
set. The results showed that none of the models generalize to other cities.
All models had a negative R2 score and high MAE, and RMSE values. The
obtained result is interesting since this implies that the features and the
data for a specific city, in particular Istanbul, are not sufficient to predict
prices in other cities - Amsterdam and Rome. Despite, the models do
not generalize to other cities the model performance differs per city. The
XGBoost Regressor performs the best on the Amsterdam data set and the
Support Vector Regressor on the Rome data set.

In this study, the approach was to test the models built for Istanbul
directly on the Amsterdam data set and Rome data set to assess the
generalizability of the features and the data of Airbnb listings in Istanbul.
Since previous studies did not compare the generalization results these
results can not be compared to previous performances. However, the
results obtained regarding the generalizability of the models built for
Istanbul are worse, therefore there is room to improve the generalizability
of these models in future studies. Another direction could be to assess
the generalizability of only the features from the Istanbul data set. An
approach for this could be to first split the data sets of the other cities into a
training set and test set. Next, train the models built for predicting Airbnb
listings in Istanbul again on these new data sets. Subsequently, assess the
performance of these models on the created test sets.

This study has several limitations. First, as mentioned earlier only
English reviews were used to perform sentiment analysis because the used
sentiment analysis tool (VADER) is only compatible with English text. Due
to time constraints, it was not possible to use machine translation in this
study. A suggestion would be to use the DeepL translator API or Google
Translate API to translate the non-English reviews and include them in
the sentiment analysis process. By using the aforementioned machine
translation tools it needs to be taken into account that these tools have a
limit of characters to translate per day/per request, therefore some time is
necessary to accomplish this. However, since the majority of the reviews
were written in English, there was enough data to conduct sentiment anal-
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ysis on. Second, during the hyperparameter process, only a limited set of
possible candidates were defined. Therefore, an improvement of this pro-
cess would be to add more candidates and/or tune other hyperparameters
and investigate the model performances. Moreover, an extension to the
used models would be to use a Neural Network to predict Airbnb listing
prices and examine the performance of this model.

This study contributes to the existing literature by developing a model
to predict prices of Airbnb listing in Istanbul since this was not observed
in the existing literature. The proposed model can be used by hosts to
determine the best price for their Airbnb listing. In addition, guests can
also use this model to assess whether the indicated price for a listing is fair.
Moreover, this study investigated if the features and data of Airbnb listings
in Istanbul generalize to other cities - Amsterdam and Rome. Assessing
the generalizability of these models to these cities was also not observed in
the literature.

Overall, Airbnb listing prices in Istanbul can be predicted with listing
characteristics and reviews by using natural language processing and
machine learning. The models built to predict Airbnb listing prices are
performing well, and the features and data of Airbnb listings in Istanbul are
insufficient to predict Airbnb listing prices in Amsterdam and/or Rome.

8 conclusion

This thesis aims to predict the prices of Airbnb listings in Istanbul using
various machine learning models (Linear Regression, XGBoost Regression,
Random Forest Regression, and Support Vector Regression) based on
Airbnb data sets containing listing related features and reviews. In order
to answer the main research question, four sub-questions were formulated.

The first sub-question involved computing the compound score of each
review. For this sub-question, the Reviews data set was used to perform the
sentiment analysis. First, the compound score of each review was obtained
by using a lexicon-and-rule-based sentiment analysis tool, namely VADER
(Hutto & Gilbert, 2014). Subsequently, an average of the compound scores
was taken because several listings contained multiple reviews. As a result,
a new feature ’Compound_score’ was created for each data set.

Moreover, the second sub-question was to determine which features
influence the prices of Airbnb listings in Istanbul the most. The results show
that property-related features influence the price the most. In addition, the
newly created feature ’Compound_score’ also affects the price of Airbnb
listings in Istanbul. Furthermore, the third sub-question was to identify
the best model (Linear regression, XGBoost Regression, Random Forest
Regression, and Support Vector Regression) for predicting Airbnb listing
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prices. The results show that all models outperformed the baseline model
(Linear regression). However, the XGBoost Regression model achieves the
best result. The last sub-question examined if the models built for the
Istanbul data sets generalizes to other cities, in this study to Amsterdam
and Rome. The results show that none of the models generalize to other
cities. This implies that using only the features and data of Airbnb listings
in Istanbul is insufficient to predict Airbnb listing prices in Amsterdam
and Rome. This study implies that reviews affect the Airbnb listing prices
in Istanbul, and the models for this particular city do not generalize to
other cities.

There are multiple future research directions identified. The first di-
rection would be to use machine translation to include also non-English
reviews for sentiment analysis. Moreover, other feature selection methods
can be used. In addition, the set of hyperparameters can be extended or
other hyperparameters can be tuned. Another direction is to focus on the
generalizability of price prediction models for Airbnb listings. Currently,
the models for Istanbul do not generalize to other cities - Amsterdam and
Rome. Therefore, one suggestion would be to combine Airbnb data from
different cities to investigate whether one general model can be developed
to predict the prices of Airbnb listings in different cities.
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appendix a

Table 6: All features of the original Listings data set with corresponding data type.

Feature Data type
Id Integer

Listing_url Object
Scrape_id Integer

Last_scraped Object
Name Object

Description Object
Neighborhood_overview Object

Picture_url Object
Host_id Integer
Host_url Object

Host_name Object
Host_since Object

Host_location Object
Host_about Object

Host_response_time Object
Host_response_rate Object

Host_acceptance_rate Object
Host_is_superhost Object

Host_thumbnail_url Object
Host_picture_url Object

Host_neighbourhood Object
Host_listings_count Float

Host_total_listings_count Float
Host_verifications Object

Host_has_profile_pic Object
Host_identity_verified Object

Neighbourhood Object
Neighbourhood_cleansed Object

Neighbourhood_group_cleansed Float
Latitude Float

Longitude Float
Property_type Object

Room_type Object
Accommodates Integer

Bathrooms Float
Bathrooms_text Object

Bedrooms Float
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Continuation of Table 6

Feature Data type
Beds Float

Amenities Object
Price Object

Minimum_nights Integer
Maximum_nights Integer

Minimum_minimum_nights Integer
Maximum_minimum_nights Integer
Minimum_maximum_nights Integer
Maximum_maximum_nights Integer
Minimum_nights_avg_ntm Float
Maximum_nights_avg_ntm Float

Calendar_updated Float
Has_availability Object
Availability_30 Integer
Availability_60 Integer
Availability_90 Integer

Availability_365 Integer
Calendar_last_scraped Object

Number_of_reviews Integer
Number_of_reviews_ltm Integer
Number_of_reviews_l30d Integer

First_review Object
Last_review Object

Review_scores_rating Float
Review_scores_accuracy Float

Review_scores_cleanliness Float
Review_scores_checkin Float

Review_scores_communication Float
Review_scores_location Float

Review_scores_value Float
License Object

Instant_bookable Object
Calculated_host_listings_count Integer

Calculated_host_listings_count_entire_homes Integer
Calculated_host_listings_count_private_rooms Integer
Calculated_host_listings_count_shared_rooms Integer

Reviews_per_month Float
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appendix b

Figure 4: The actual values and predicted values of the other models for the
Amsterdam data set and Rome data set.
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appendix c

Table 7: All features of the original Reviews data set with corresponding data
type.

Feature Data type
Listing_id Integer

Id Integer
Date Object

Reviewer_id Integer
Reviewer_name Object

Comments Object
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appendix d

Table 8: Features - in order of importance - used for predicting Airbnb listing
prices.

Feature Score (p value)
Accommodates .204

Entire villa .175

Bedrooms .117

Beds .097

Bathrooms .095

Room type: Private room .087

Room type: Entire home/apt .084

Private room in rental unit .074

Private room in boat .052

Boat .045

Unknown response time .045

Compound_score .044

Availability_365 .043

Host_total_listings_count .035

Private room in residential home .028

Host_response_rate .028

Entire chalet .027

Number_of_reviews .023

Entire residential home .023

Response: a few days or more .022

Shared room in chalet .021

Response: within an hour .020

Private room in townhouse .020

Room type: Hotel room .019

Review_scores_cleanliness .018

Entire rental unit .018

Room type: Shared room .017

Review_scores_communication .017

Review_scores_location .017

Nr_amenities .017

Room in hotel .017

Earth house .017

Instant_bookable .016

Entire townhouse .015

Review_scores_checkin .015

Shared room in hostel .014
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Continuation of Table 8

Feature Score (p value)
Entire condominium (condo) .014

Private room in serviced apartment .013

Private room in condominium (condo) .013

Entire serviced apartment .013

Private room in loft .013

Ranch .013

Room in aparthotel .012

Room in bed and breakfast .011

Private room in hostel .009

Review_scores_accuracy .009

Shared room in rental unit .008

Room in boutique hotel .008

Shared room in residential home .008

Host_identity_verified .007

Private room in casa particular .007

Room in hostel .007

Review_scores_value .007

Entire place .0067

Response: within a few hours .006

Shared room in bed and breakfast .006

Minimum_nights .006

Tiny house .006

Private room in tiny house .005

Private room .004
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