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Abstract 

Background. Stock market prediction has been an active research area for both practitioners and 

academia. Stock prices are notoriously sensitive to investor sentiment, and with the rise of social 

media networks, there has been an increasing trend to incorporate several sources of both textual 

and numerical data in forecasting models. Previous research has investigated how public sentiment 

correlates with stock prices and to what extent. However, recent stock market rallies partly fueled by 

Tesla’s CEO Elon Musk have raised the question of how much influence a company’s or CEO’s tweets 

have on the price of their stocks. With social media being used as a source by many for investment 

strategies, those who have an incentive to drive the price of a certain stock up are easier to do so 

when they have a large enough followers base. The Security and Exchange Commission poses strict 

regulations to prevent possible market manipulation by companies and forbids companies to spread 

false information in an attempt to influence their stock price. However, it is not illegal for a company 

or CEO to tweet positively about their company. Thus, researching whether the sentiment of CEOs 

and companies’ tweets influences their stock price could add value to those involved in stock market 

regulation, and academia.  

Objectives. In our research, we aim to investigate to what extent CEOs and companies can influence 

the price of their stocks based on the sentiment of their tweets.  

Methods. We collected the tweets of 339 companies on the fortune 500 and 7 CEOs, and their 

respective stock prices from July 5th  2019 until January 30th  2020. We assigned polarity scores to their 

tweets to measure the sentiment and evaluated the influence of the sentiment on the stock price 

immediately after posting the tweets, and up till two hours later by making use of regression.  

XGBoost, SVM, and Random Forest were used.                                   

Results. Our results indicate that neither CEOs nor companies seem to influence the price of their 

stock immediately after posting a tweet, and up till two hours later. 

Conclusions. Training a model on our datasets has proven to be difficult, as there is a lack of negative 

tweets posted and little correlation between the polarity values and percentage changes in stock 

prices.  

 

Keywords: Sentiment analysis, Fortune 500, CEOs, Stock prices, SVM, XGBoost, Random Forest. 
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1.  Introduction 

 

Multiple factors can influence the price of stocks. Examples are company announcements, financial 

news, but also public sentiment on social media. Negative news about a company often results in a 

drop in stock prices, whilst positive news can lead to a surge in the stock price. With this increase in 

available news through different news outlets, and social media being used as a tool to not only share 

news but also to express opinions, researchers have been investigating the relationship between 

public sentiment and stock prices for a few years now. However, an individual’s influence on stock 

prices has not been investigated yet. Some individual social media accounts have more impact and 

engagement than others, which can be used to influence or incite an action among followers. In our 

research, we aim to investigate if certain individuals can also impact the price of stocks. The reason 

for this is the recurrent phenomenon that Elon Musk can influence capital markets through his social 

media following, whether intentionally or unintentionally.  

 

On January 29th 2021, Elon Musk, Tesla Inc.’s CEO, caused the cryptocurrency Bitcoin to rise by over 

20% after he added the hashtag ‘Bitcoin’ to his Twitter biography. The most recent surge in stock 

prices fueled by Elon Musk was with the stock GameStop on January 26th, 2021. The stock was already 

rising because users on a platform named ‘Reddit’ were elaborately planning to buy the stock to drive 

its price up. After Elon Musk tweeted “GameStonk”, where Stonk is another word for stock, many 

believed that Elon meant to invest in the stock GameStop, causing the stock price to rise even further. 

The stock increased with such unnatural high percentages that multiple stock trading platforms had 

to pause trading for that day, giving rise to the launch of a federal investigation by the Department of 

Justice and Securities and Exchange Commission in the USA for possible market manipulation 

(Business Insider, 2021).  

 

Elon Musk’s tweets also impact the stocks of his own company, Tesla. For example, the tweet “funding 

secured” in 2018, which led Tesla’s stock price to reach a record-high level. However, sometimes the 
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causal relationship between a tweet and a stock price is more difficult to discover. The most prominent 

example was when Elon Musk tweeted ‘Use Signal’, which led many to believe Elon meant the stock 

of a company named ‘Signal Advance’, causing the price to rise by over 400% overnight.  

Utilizing social media platforms to influence people’s behavior has been done extensively for years. 

However, market regulations prevent anyone from spreading inaccurate information on social media 

platforms about a stock or company to instigate pump-and-dump schemes, in which traders urge 

others to buy a stock to increase the value of their current position, allowing them to sell the stock at 

the higher price. The problem that arises is that influential individuals such as Elon Musk can instigate 

such pump-and-dump schemes by simply stating their opinion about a company, or even by posting a 

tweet that at first glance is difficult to interpret what is meant by it.  

 

The widespread media coverage of Elon Musk’s tweets and their impact on the price of several stocks, 

including his stock, Tesla, gives rise to the question of whether other CEOs’ or their company’s tweets 

also have this impact. CEOs and companies’ potential ability to cause herding amongst their followers, 

– e.g. massively buying or selling a stock -  can be disruptive to financial markets, as it causes asset 

bubbles and irrational asset prices. A prime example of the impact of herding and information 

overflow is the dotcom bubble between 1998 and 2001, in which different internet companies that 

weren’t generating any revenue were traded on the stock exchange and valued too high. This caused 

many other investors to believe these companies were a good investment – causing the bubble to 

bloat even further. Eventually, this dotcom bubble burst, causing large losses to investors. Thus, being 

able to anticipate abnormal behavior of investors in the stock market is of high importance to 

policymakers, as it allows for immediate intervention. This leads to the following research questions: 

 

R1: “To what extent do CEOs influence the stock price depending on the sentiment of their tweets?” 

R2: “To what extent do corporates influence their stock price depending on the sentiment of their 

tweets?” 
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2. Related work 

 

The goal of this chapter is to survey previous research on stock market prediction using sentiment 

analysis. There has been significant research conducted in sentiment analysis and how it can be used 

for prediction purposes, including stock market prediction. Research to date in that area has mainly 

focused on the correlation between stock market indexes and overall public sentiment. In this study, 

we try to build on previous work that has been done in this area to establish a correlation between 

individual tweets of CEOs and the price of their stock, and the correlation between the company’s 

tweets and the stock price.  

 

2.1 Disinformation and stock market manipulation  
 

The Securities and Exchange Commission oversees all the financial markets in the United States, aims 

to ensure fair markets and to protect investors. Market manipulation and one-sided information can 

greatly distort market fairness, which implies the importance of governments to support greater 

competition in information and stricter regulation to discourage market manipulation, as stated in a 

study conducted by Aggarwal and Wu (2013). They researched how those who seek out information 

about a stock’s value often pave the way for certain individuals and organizations to manipulate the 

stock market. They find that in a market without manipulators, information seekers improve market 

efficiency, but in a market with manipulators, information seekers play a more ambiguous role; more 

information seekers equals a greater competition and demand for shares, which makes it easier for 

manipulators to distort market efficiency.  

 

Uncovering which parties are more likely to be market manipulators is vital to take a more active 

approach towards protecting investors. Some studies have found that especially informed parties, 

such as corporate insiders, are likely to be the market manipulators (Aggarwal & Wu, 2013). As social 

media is increasingly being used by companies as a way to express their voice, but also for company 

announcements, those who seek information about a stock will consider several news outlets to form 

their opinion and to make their decision whether to buy or sell a stock. As companies are in control of 

what type of news they want to share with the world through their often large social media platforms, 

it is challenging to verify all the social media posts on accuracy. This highlights the importance of 

implementing a reform policy on social media to combat disinformation (Nicoli, 2020). Disinformation 



 8 

is defined as ‘false, incomplete or misleading information that is passed, fed, or confirmed to a 

targeted individual, group, or country’ (Nicoli, 2020). If CEOs and companies can actually influence the 

stock prices of their company through their social media posts, it is all the more important for 

policymakers to ensure that there is no false information shared to manipulate the stock market. By 

establishing whether there is an indication that companies and CEOs influence their stock prices based 

on the sentiment of their tweets, this may give rise to further research to investigate this correlation 

further.  

 

2.2 Sentiment-based investment strategies 
 
The opinions of stockholders have proven to be a critical indicator of the future value of a stock. With 

the rise of social media, opinions about stocks are widely available through several social media 

networks. Although having a diversified pool of information and opinions about stocks available can 

be a positive development, it can also be problematic when individuals do not conduct proper 

research to validate certain claims made on social media by particular individuals. This vulnerability of 

certain investors and the need for protection of those who are financially less literate is highlighted in 

a study conducted by Chousa et al. (2017). They analyzed investors’ social media activity through a 

platform named StockTwits and how these messages influenced the Chicago Board Options Exchange 

Volatility Index (VIX) by using a logit model. StockTwits has similarities to Twitter, except that it focuses 

solely on the stock market and users can share their opinions about stocks and the capital market. 

StockTwits works through a subscription-based model, where the audience can follow different 

investors for advice and tips. The information sharing is rather quick, which could lead to an immediate 

effect on stock markets as some users have thousands of followers. They find that the social media 

activity deployed by investors on StockTwits leads to a variation in market risk. They also found that 

investors can be classified into different groups, those who rely on technical analysis and those who 

do not, and that these different investors are influenced differently by the content they consume 

through platforms such as StockTwits. For nontechnical followers, there was a significant effect for 

message sentiment on the variation of the VIX, whereas for technical users message sentiment does 

not seem to have any significant effect on the variation of the VIX. Their findings are important, as it 

show cast that some individuals are mainly guided by the sentiment, rather than by technical analyses. 

This further suggests that stock prices can indeed rise or fall based on news sentiment. Additionally, 

it could explain abnormal high returns following a tweet, if no other cause for the spike in stock price 

was found other than the tweet itself. The findings of Chousa at el. (2017) also highlight the 

importance for policymakers to protect the less financially literate individuals, as acting purely upon 

the sentiment of a message is not always a rational investment strategy.  
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2.3 Time lags for stock market prediction 
 

In stock market prediction, it is crucial to uncover the time lag between a tweet and its effect on a 

stock. Previous research about sentiment analysis in stock market prediction has consistently 

incorporated granger causality analysis. One study conducted by Narges et al (2018) found a 

statistically significant causal relationship between the tweets and their sentiments in different lags 

and the stock prices. For example, Apple inc. had a lag of 2 days on impact of social media on stock 

market return. Similar results are found for the companies Netflix and Microsoft by a study conducted 

earlier by Smailović et al. (2013). Other researchers have uncovered a correlation between sentiment 

and stock price movements in the short term, for example the study by Rao and Srivastava (2015). 

They analyzed over 4 million tweets and their effect on stock market indexes. Their results showed a 

high correlation between Twitter sentiments and stock prices. More interestingly, they established 

through Granger’s Causality that Twitter forums influence stock price movements especially in the 

short term. 

 

Granger causality analysis is not a suitable method for our dataset. Our data is not a time series, as 

tweets are not posted with a regular time interval. We could artificially introduce a lag and make our 

data a time series, but this is not ethical data science practice. However, we are able to establish 

whether there is a correlation between a tweet’s sentiment and the stock price immediately after the 

tweet is posted and up till two hours later. Unlike the results of Narges et al (2018) who found an 

impact of the sentiment of tweets up till 2 days later, we suspect that tweets only have an impact on 

the closest opening price and one hour later, and its impact will eventually decrease after one hour. 

Thus, we expect to find that tweets influence stock price movements especially in the short term. The 

rationale behind this assumption is that with Elon Musk, we have seen immediate effects of the tweets 

on the stock price, often followed by a correction of the stock price after a few days. An additional 

reason for solely analyzing the impact of the first 2 hours is that as more time progresses, additional 

factors could have influenced the changes in stock prices. Despite the fact that we will not analyze the 

influence of tweets on stock prices through granger causality, the performance of our different models 

will establish whether we are able to predict the stock price immediately after a tweet, and a few 

hours later. 

 

However, it is also possible that there is a low correlation between Twitter sentiment and daily stock 

price, but a high correlation between Twitter sentiment and abnormal returns. Elon Musk recently 

proved that influential individuals can also cause abnormal stock returns, as seen in the cases of 
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Gamestop and even Tesla. A study by Gabriele et al. (2015) researched the effects of Twitter 

Sentiment on Stock price returns, using the 30 companies that form the Dow Jones Industrial Average 

index. They found a low Pearson correlation between the time series over the 15 months they 

investigated, but a high dependence between abnormal returns and Twitter sentiment. Research by 

Borovkova and Xiaobo (2015) shows similar results, with a strong relationship between news 

sentiment and abnormal returns of S&P 500 stocks.  

 

 

2.4 Machine learning techniques and results from previous research 
 
SVM is often used in previous research to predict stock market movements, as the study conducted 

by Mittal and Goel (2011). They used four different learning algorithms, one will be used in our 

research namely SVM. The SVM has an accuracy of 59%. Similarly, Ren and Liu (2019) also used SVM 

to predict the stock market movements using sentiment analysis. They achieved a result as high as 

89.9%. However, these results are not representative of our dataset as they analyzed investor 

sentiment, which is known to play an important role in stock market forecasting. Similarly, Khedr et 

al. (2017) predicted the influence of financial news on the stock market using sentiment analysis. Their 

prediction accuracy for their SVM model was 58% when predicting stock prices using data from yahoo 

and nearly 69% when using Facebook data. As financial news outlets are one of the main sources for 

investors to decide their investment strategy, these results are not representative for this research.  

 

Research is increasingly suggesting that Random forests, e.g. RFs, perform well on predicting stock 

prices compared to other machine learning methods (Lohrmann and Luukka (2019); Basak et al., 

(2019); Khan et al., (2020)). Random forests are an ensemble learning algorithm and are relatively 

easy to understand. Ballings et al. (2015) argued that SVMs are more commonly used in academic 

research for stock price prediction and that up until the year 2015 only 9% of the papers used RFs in 

their research on stock price prediction. However, their  research on stock price direction using SVMs, 

RFs, K-nearest neighbor, and logistic regression suggests that RFs performs better in terms of 

prediction accuracy , especially over a one-year period. This suggests that RFs could in fact outperform 

SVM for our task.  

 

Additional research also supports the use of RFs for stock market prediction. It is even evident that 

RFs could outperform SVMs, as found by Basak et al. (2019). They predicted the stock price of ten 

technology and social media companies. They found that RFs indeed outperform SVMs. Khan et al. 

(2020) used a combination of twelve learning algorithms to predict the stock price on financial data. 
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They also argued that RFs performed the best amongst their learning algorithms. Lorhmann and 

Luukka (2019) used RFs to predict stocks for the S&P 500 index. Their findings were that RFs were 

more reliable for traders than conventional buy and hold strategies. Additionally, it is argued that tree-

based ensemble models in general perform well on stock price prediction. A study by Ampomah et al. 

(2020) compared the performance of different tree-based models namely Bagging, AdaBoost, 

XGBoost, and Random forests.  

 
This previous research suggests that it is worthwhile to investigate whether RF and XGBoost 

outperform SVM.  

 

2.5 How sentiment influences stock prices 
 

It is vital to note that it can not be expected that all companies show the same correlation between 

sentiment and stock price.  A study conducted on sentiment analysis of investors’ opinions by 

Dickinson and Hu (2015) aimed to distinguish companies who showcase a correlation between stock 

price and sentiment and those who do not on commonalities. They used a random forest model for 

classification. Their models achieved an accuracy of 68%. Their findings were that the correlation 

between stock price and sentiment depends on the company, and that consumer-facing companies 

show different correlations. These findings are interesting for our research as well, as we may find 

that certain companies have a stronger correlation between stock price and sentiment, depending on 

for example their industry or market.  

 

Another potential cause for a high correlation between stock price and sentiment for some companies 

is media coverage. Previous research has investigated the relationship between financial news and 

the stock market. Alanyali et al (2013) established a positive correlation between the daily number of 

mentioning’s of a company in the Financial Times and the daily transaction volume of a company’s 

stock on the same day that the news is published and the day before. Thus, they conclude that a 

greater interest in a particular company in the news is related to a greater interest in its stock. Another 

study conducted by Mohan et al. (2019) suggests a strong relationship between stock prices and media 

news. When a correlation is found between sentiment and stock price, it may be worthwhile to 

investigate whether the companies and CEOs who show a high correlation also have a higher media 

exposure.  
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3. Methods 

 

In this chapter, we will discuss the methods used to perform the analysis. We will discuss how we 

collected the data, the techniques used for extracting sentiment from tweets, along with the 

algorithms and machine learning techniques used to answer the research questions: “To what extent 

do CEOs influence the stock price depending on the sentiment of their tweets?” and “To what extent 

do corporates influence their stock price depending on the sentiment of their tweets?”. 

 

3.1 Data collection 
 
In this section, we will discuss the methods used for collecting our data. We have two final datasets,  

one for the CEOs and one for the companies. For these datasets, Twitter and stock data were collected 

separately. We used similar methods for collecting the data for both datasets.  

 

3.1.1 Twitter data 
 

The tweets are gathered from CEOs and companies on the Fortune’s 500 list of ‘Worlds most admired 

companies’ (hereinafter referred to as ‘Fortune 500’), which is based on a study that surveys 

executives, directors, and financial analysts to identify the companies that have the strongest 

reputation within and across their industries (Fortune, n.d.). The tweets are collected from July 5th 

2019 until January 30th 2020. For this research, we will study companies that are on the Fortune 500 

and have a CEO who is active on Twitter.  

 

An “active Twitter user” is an arbitrary definition, of which the literature so far does not provide a 

definition. As this research aims to determine the extent to which CEOs and companies influence the 

price of their stocks, it is important for CEOs and companies to tweet regularly to determine a 

relationship between a tweet’s sentiment and the stock price.  Thus, an active Twitter is defined as 

one who tweets at least 52 times a year. It is also important that the account is verified by Twitter or 

the company, which indicates that the account is linked to the company and CEO.  

 

The Twitter data could be collected through the Twitter API, manually, or through Twint. The Twitter 

API is quite cumbersome in its set up and imposes several restrictions in its use. Twint is an advanced 

web-scraping tool for Twitter that allows one to fetch all tweets posted meeting specific criteria such 

as certain usernames, hashtags or timeframes. We decided to use Twint to collect the tweets from 

the companies and CEOs, as it was found to be the most convenient in its set up.  
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3.1.2 Stock data 
 
Historical stock prices were gathered through the Python library yfinance. Yfinance is the API from 

Yahoofinance, which is a well-known platform for financial news and stock prices. To gain access to 

the stock data, the library requires you to specify a beginning date, end date, interval, and company 

ticker. The interval specifies whether you want the stock price per day, per hour, or even per minute. 

The company ticker specifies the stock symbol ticker, which is the abbreviation used for the company 

on the stock market.  

 

There were in total 252 trading days in 2019. We only used July 5th 2019 until January 30th 2020, and 

were only able to access the stock prices per one-hour interval, e.g. 9.30-10.30, 10.30-11.30, 11.30-

12.30, etc. until 5 PM. The historical stock price information includes the opening price, high, low, 

closing price, and adjusted closing price. The opening price is the price of the stock when trading began 

that day, whilst the closing price is the price of the stock when trading ended that day. The adjusted 

closing price takes into account corporate actions. The normal closing price is the cash value of a stock, 

while the adjusted closing price reflects the overall value of a stock better. Low and high refer to the 

lowest and highest price that the stock reached during a given trading day. As we use 1-hour intervals 

for the stock prices, the opening prices refer to the opening time at that given one-hour timeslot, 

closing price to the closing price for that given timeslot, high for maximum price during that timeslot, 

and low to the minimum price during that timeslot. 

 

3.1.3 Matching tweets to stock prices 
 
Matching the tweets to stock prices is a crucial step to perform our analysis and subsequently answer 

our research questions. CEOs and companies post tweets on an irregular time interval, which requires 

appropriate matching of the tweets to the stock prices.  The stock market is open from 9.30 AM until 

17.00 PM. It should be noted that the sentiment of investors on social media can influence the stock 

prices while the stock market is closed. Companies often publish important news after the stock 

market closes, which could result in a different opening price the next day. This is due to the fact that 

limited trading occurs outside of the opening hours of the stock market by a specific set of individuals 

and corporations. This is the reason that the opening price of the next day is also included in the 

research, if a tweet is posted outside of the opening hours of the stock market. 
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Tweets posted outside of opening hours are assumed to have their first effect on the stock market at 

the opening hour of the next day, which equals the opening price at 9.30 AM. As we analyze only the 

short-term effects of the tweets on the stock prices, the opening prices at 10.30 AM and 11.30 AM 

are also included for tweets posted outside of the opening hours of the stock market. To determine 

whether there is a change in stock price, the relative change is calculated from one hour to the next. 

Thus, when a tweet is posted outside the opening hours, the opening price one hour before the 

stock market closes will be compared to the three first opening hours of the following day. This 

means that the closing price of 17.00 PM of the previous day will be compared to the opening prices 

9.30 AM, 10.30 AM, and 11.30 AM of the following day. Tweets posted while the stock market is still 

open are matched to their closest opening price. Thus, a tweet posted at 13.00 PM will be matched 

to the opening price at 13.30 PM, and subsequently to the opening prices at 14.30 PM and 15.30 

PM. The relative changes are calculated from one hour to the next. Thus, the change between the 

opening price of 12.30 PM and the three consequential opening hours 13.30 PM, 14.30 PM, and 

15.30 PM will be calculated for a tweet that was posted at 13.00 PM.  Tweets posted on weekends 

are matched to the opening hours on Monday, and tweets posted on holidays are matched to the 

day the stock market opens up again.  

 

It is crucial to ensure that the appropriate time zones are used, which are America/New York for all 

the stock prices. These should be matched to the time zones in which the Tweets are posted, which 

sometimes differ. The python library pytz has a function time zone, which can be used to adapt and 

match the time zones used. 

 

3.2 Sentiment analysis 
 
In this section 3.2, we will discuss the steps taken to perform the sentiment analysis. We will discuss 

the steps involved in pre-processing data, and the sentiment classifier used to perform the sentiment 

analysis.  

 

3.2.1 Pre-processing  
 
Pre-processing textual data involves cleaning the data to prepare it for sentiment classification (Haddi, 

Liu, & Shi, 2013). Social media data usually contains noise and parts that are uninformative such as 

HTTPS tags and white spaces. Additionally, some words do not have an impact on its orientation. Not 

removing certain words or noise increases the dimensionality of the problem, hence also increasing 

the difficulty in classification, as every single word is considered a separate dimension (Haddi, Liu, & 

Shi, 2013). Thus, cleaning data can improve the performance of the classifier and even speed up the 
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classification. Text cleaning, stop words removal, whitespace removal, stemming and lemmatization 

belong to the data transformation process. 

 

In our research, we use the lexicon tool Textblob. Textblob does not require a substantial amount of 

pre-processing. Removing certain (stop)words may actually intervene with its functionality. Textblob 

can analyze non-conventional text and automatically detect and remove stop words that can be 

ambiguous. For example, words such as “but” and “very” are useful for identifying the sentiment after 

those words (Zhou, 2019). Additionally, lemmatization techniques often used in Natural Language 

Processing could potentially be problematic when using Textblob. When words have the same base 

root such as “good” and “better”, they will be ignored when doing lemmatization (Zhou, 2019). As 

lemmatization and stemming are argued to remove valuable information when using sentiment 

analysis tools, we will not follow these approaches in our research.  

 

Thus, the bare minimum of pre-processing should suffice for using Textblob, such as removing HTTPS 

tags and unnecessary white spaces. An additional argument for the minimum amount of pre-

processing needed during this particular research, is the nature of our data. Despite the fact that social 

media data is often considered messy, our data is relatively clean as it is posted by renowned 

companies and CEOs. Thus, the use of for example slang is not prevalent in our data, and misspellings 

rarely occur.  

 
 

3.2.2 Sentiment classification using Textblob 
 

After the pre-processing, a sentiment classifier is applied to the data to determine the sentiment of 

the tweets for CEOs and companies. The Python library Textblob is used, as this is considered the most 

appropriate sentiment classifier for formal language.  

 

Textblob classifies the sentiment of tweets using the term ‘polarity’ with a scale from -1 to 1, where -

1 means extremely negative, and 1 extremely positive, and 0.0 neutral. A polarity score of smaller 

than -0.5 translates to a “Very negative” tweet, 0.0 translates to a “Neutral tweet”, larger than -0.5 

but smaller than 0.0 translates to a “Slightly negative” tweet, larger than 0.0 but smaller than 0.5 

translates to a “Slightly positive” tweet. Finally, a polarity score larger than 0.5 translates to a “Very 

positive” tweet. In the table below we illustrate this labelling. 
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Table 1: Sentiment labels Textblob Polarity 

 

3.3 Machine learning techniques 
 
In this section, we will discuss the machine learning techniques used. These are support vector 

machine, random forest,  and XGBoost. We used these machine learning techniques for regression 

purposes to determine the extent to which both CEOs and companies influence the stock price based 

on the sentiment of their tweets. The models will each yield 3 different predictions, one for the 

relative stock price change immediately after a tweet is posted, up till 2 hours later.  

 

It should be noted that the default values of the hyperparameters were used for all our machine 

learning techniques. The libraries we used employ default values which are deemed to be sufficient 

to cater to most use cases (Lee, 2019). Research has shown that it is challenging to improve the 

performance significantly when further tuning these parameters, and that default values often result 

in non-inferior performance compared to tuning the hyperparameters (Weerts & Vanschoren, 2020). 

 

3.3.1 Support vector machine 
 

Support vector machine, hereinafter mentioned as SVM,  has become one of the most widely used 

machine learning algorithms used to estimate future stock prices (Henrique, Sobreiro, & Kimura, 

2018). We used the supervised learning algorithm SVM to determine the extent to which CEOs and 

companies can influence their stock price based on the polarity of their tweets. By training the SVM 

on our dataset, we can determine whether stock prices increase as polarity values increase, and 

decrease when polarity values decrease.  

 

SVM makes use of kernel functions which allows it to solve nonlinear problems by projecting it into 

the high-dimensional feature space (Ren & Liu, 2019). SVM is a dynamic approach, which works well 

with forecasting stock prices, as the stock market is dynamic and nonlinear. Another advantage of 

SVM is that it can reduce overfitting as it selects a maximal margin hyperplane in the feature space 

(Ren & Liu, 2019). SVM implements a structural risk minimization principle which aims to minimize an 

upper bound of the generalization error instead of minimizing the training error (Bao, Lu, & Zhang, 
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2004). This is in stark contrast with most traditional neural network models which implement an 

empirical risk minimization principle. SVMs achieve an optimum network structure as it balances the 

empirical error and the VC-confidence interval. This leads to better generalization compared to other 

traditional neural network models (Bao, Lu, & Zhang, 2004). 

 

The python library scikit-learn provides an implementation for SVM for machine learning, namely 

svm.SVR, which is specifically for regression purposes. The four main parameters to tune for SVM are 

kernel, degree, gamma and C. We will shortly discuss them below (Saini, 2020). 

 

Kernel specifies the kernel type which the algorithm will use. The default value is set to RBF. RBF 

kernels are considered the most generalized and used form of kernelization as it is similar to the 

Gaussian distribution (Sreenivasa, 2020). RBF kernel computes the similarity between points and how 

close they are to each other. RBF has as its main advantage that it only stores the support vectors 

during training instead of the entire dataset, thereby overcoming space complexity problems 

(Sreenivasa, 2020).  

 

Degree is the degree of the polynomial kernel function and is ignored by the other kernels (scikit-

learn, 2021). The default of this value is 3. Research has shown that the polynomial kernel function of 

3 is indeed optimal in several cases (Liu & Xu, 2013). However, it should be noted that there is limited 

research available that could support the default value of 3. One can try different values for this 

parameter to aim for better results.  

 

C is the regularization parameter. The strength of the regularization is inversely proportional to C. C 

must be strictly positive, with a default value set to 1.0 (scikit-learn, 2021). The function of C is to 

balance the trade-off between the complexity of the model and the empirical error (Achsan, 2019). A 

value of C that is too large will often lead to overfitting, whereas a value of C that is too small tends to 

lead to underfitting.  

 

Gamma is the kernel coefficient for RBF. Gamma is mathematically denoted as γ. The default value of 

γ is set to scale, which means it uses 1/ (n_features * X.var)) as value of γ (scikit-learn, 2021). The γ 

parameter defines how far the influence of a single training example reaches. Low values for γ indicate 

‘far’ influence, and high values indicate ‘close’ (scikit-learn, 2021). Overall, when γ is too small, the 

model is unable to capture the complexity of the data. If γ is too large, the radius of the area of 

influence will only include support vector itself, which means that regularization with C can not 
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prevent overfitting (scikit-learn, 2021). Thus, when γ is too large, SVM tends to overfit. In contrast, 

when γ is too small, SVM tends to underfit (Achsan, 2019).  

 

 

3.3.2 Random forest 
 

A random forest, hereinafter mentioned as RF, is a meta estimator which aggregates several decision 

trees and fits classifying decision trees on sub-samples of the dataset (scikit-learn, 2020). Random 

forest makes use of the bagging technique, which implicates that the trees run parallel and that there 

is no interaction between the trees when they are built (Chakure, 2019). The predictive accuracy is 

improved and overfitting is controlled by using averaging.  

 

The python library scikit-learn provides an implementation of RF for machine learning, namely the 

RandomForestRegressor (scikit-learn, 2020). The evaluation technique used for RF is RMSE, which we 

will discuss in section 3.5. The RandomForestRegressor of scikit-learn has several parameters. We will 

briefly discuss the most relevant ones with a short description of what they entail.  

 

“N_estimators” indicates the number of trees in the forest, which has the default of 100 (scikit-learn, 

2020). Research has shown that the optimal number of trees lies in a range of 64 to 128. Beyond this, 

a larger number of trees most likely does not lead to a significant performance gain, but increases the 

computational cost substantially (Oshiro, Pere, & Baranauskas, 2012). However, it should be 

mentioned that research to date does not reach an unambiguous conclusion on the optimal number 

of trees. Thus, one can tune this parameter to achieve better results.  

 

“Criterion” specifies the function to measure the quality of a split, which is set to the mean squared 

error as default. We discuss more about the mean squared error in section 3.5, as this is our evaluation 

method for all our machine learning techniques.  

 

“Max_depth” specifies the maximum depth of a tree, which is set to none as default. This means that 

the nodes are expanded until all leaves are pure or until the leaves contain less than the minimum 

number of samples required to split an internal node. As a general rule, the deeper one allows the 

tree to grow, the more complex the model will become which makes it prone to overfitting. On the 

other hand, setting this parameter to a low value can cause underfitting. Thus, it is suggested to run 

the model at the default and change this parameter when overfitting or underfitting is detected.  
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“Min_samples_split” is the minimum number of samples required to split an internal node, which is 

set to 2 for the default value (scikit-learn, 2020). This implies that when a terminal node has more 

than 2 observations and is not a pure node, it gets split further into sub-nodes (Saxena, 2020). Setting 

this parameter too high may result in underfitting, as the minimum requirement of splitting a node 

leads to no significant splits to be observed, resulting in a decrease in both training and test scores 

(Saxena, 2020).  

 

“Min_samples_leaf” is the minimum number of samples in newly created leaves, which is set to value 

1 as default. Splits are discarded if one of the leaves would contain less than the minimum number of 

samples in the newly created leaf. When this parameter is too low, the risk of overfitting emerges. 

Once the parameter increases too much, the model easier underfits. An empirical study states that 

this parameter is optimal between 1 to 20 for the CART algorithm that scikit-learn is employing 

(Mantovani R. G., et al., 2018).  

 

“Max_features” is the number of features that are considered when looking for the best split. The 

default is automatic, which means the max features are equal to the number of features (scikit-learn, 

2020). This parameter limits overfitting, as it increases the trees’ stability and reduces variance 

(Mithrakumar Mukesh, 2019).  

 

“Bootstrap” indicates whether bootstrap samples are used to build the trees. A bootstrap sample is a 

smaller sample that is bootstrapped from a larger sample (Statistics how to, 2020). This is set to a 

default of true.  The “max_samples” parameter determines the fraction of the original dataset given 

to individual trees (Saxena, 2020). The default value is set to none.  

 

3.3.3 XGBoost 
 
Several scholars have argued that tree-based models can outperform other machine learning methods 

such as logistic regression and SVM for stock price prediction, as discussed in chapter 2.  Additionally, 

it is argued that tree-based ensemble models, in general, perform well on stock price prediction. A 

study by Ampomah et al. (2020) compared the performance of different tree-based models namely 

Bagging, AdaBoost, XGBoost, and Random forests. They found that tree-based models outperformed 

other models such as SVM and logistic regression. 

 

We will use XGBoost as a regression technique. XGBoost is an ensemble tree method and was 

introduced for better speed and performance. XGBoost uses regularization, which helps to reduce 
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overfitting as it discourages learning a more complex model (Edureka, 2020). Additionally, XGBoost 

has an in-built routine for handling missing values in the data. Employing XGBoost for stock market 

prediction is still in its infancy compared to other tree-based algorithms. However, its potential is 

deemed promising. A study conducted by Gumelar et al. (2020) about stock market prediction using 

XGBoost and Long Short-Term Memory (LSTM) found that XGBoost had the best performance.  

 

The Python package used is XGBoost. To evaluate the performance of XGBoost, RMSE is used as this 

is a standard evaluation metric used in literature. It should be noted that XGBoost has a substantial 

amount of hyperparameters compared to other machine learning techniques. We will discuss the 

most commonly configured hyperparameters.  

 

“N_estimators” represents the number of trees in the ensemble, which can be increased until no 

further improvements are seen. The default is set to 100. Most gradient boosting techniques in python 

are configured with a relatively small default setting for the number of trees. The rationale behind this 

is that in most cases, adding trees beyond a certain limit does not improve the performance of the 

model. This is caused by the way the boosted tree is constructed, which is sequential, where each new 

tree attempts the model and corrects for the errors made by the sequence of previous trees 

(Brownlee, 2016). This causes the model to quickly reach a point of diminishing returns. Thus, the 

default setting of 100 is considered sufficient in most cases.  

 

“Max_depth” is the maximum depth of each tree, which is set to 6 for default. Generally, shallow trees 

perform poorly as they capture fewer details of the problem. Consequently, these are referred to as 

weak learners (Brownlee, 2016). Deeper trees run the risk of capturing too many details of the 

problem, which could easily lead to overfitting on the training set. This limits its ability to make good 

predictions on newly seen data.   

 

“Eta” is the learning rate used to weight each model, which is often set to small values such as 0.3, 

0.1, or smaller. The default value is set to 0.3. Eta controls the magnitude of change permitted from 

one tree to the next (XGBoost, 2021). Generally, the lower eta is set, the easier the optimum is 

reached. The downside of a lower eta is that it makes computation slower, as more input rounds are 

needed.  

 

“Subsample” is the number of samples (rows) used in each tree, set to a value between 0 and 1. A 

value of 1.0 is common, as this ensures all samples are used. The default value is set to 1. Subsample 
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denotes the fraction of observations that have to be randomly sampled for each tree. Generally, lower 

values prevent overfitting as it makes the algorithm more conservative. However, the risk of 

underfitting emerges when the values are set too small (XGBoost, 2021). In contrast, 

“Colsample_bytree” is the number of features (columns) used in each tree, set to a value between 0 

and 1. This value is often set to 1.0 to ensure all samples are used. The default value is 1. This 

parameter denotes what percentage of the features, e.g. columns, will be used for building each tree 

(Analytics Vidhya, 2020). 

 

 

3.4 Baseline 
 
A baseline is often described as a simple model that provides reasonable results and does not require 

much expertise to be built (Li, 2020). In machine learning, we want our models to outperform the 

baselines we selected. The baseline that we used is for the RF, SVM and XGBoost is “mean”. This 

means that we are always predicting the mean of the training set.  

 

 

3.5 Evaluation metrics 
 
Evaluation metrics are a crucial part of machine learning. The performance of a trained model is 

important, as it show cast how well the model can generalize to unseen data. This performance is 

measured through evaluation metrics. Improper evaluation of the trained model can lead to non-

adaptive machine learning models. 

 

We used RMSE as evaluation technique. RMSE give relatively high weight to large errors, which is 

preferred in this study (Medium, 2016). Additionally, RMSE reflects performance well when dealing 

with large error values, and RMSE is useful when lower residual values are preferred. 

 
We will calculate the RMSE for the different models trained on the company and CEO dataset.  Every 

dataset will yield 3 different RMSE scores per model, one for the closest stock price after the tweet is 

posted, up until 2 hours later. This allows for easier comparison across models and across the 3 

different hours.  

 

 

 

4. Experimental setup 
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In this chapter, we will describe our dataset in detail and discuss the experimental procedure that we 

followed to derive at our final results. 

 

4.1 Data limitations 
 
In this section, we will discuss the limitations in our data. We will first discuss the limitations with 

data gathering, and subsequently the limitations for the tweets. 

 

4.1.1 Limitations with data gathering 
 

Tweets are gathered from July 5th  2019 until January 30th  2020. As the corona pandemic resulted in 

a higher fluctuation in stock prices for several stock market indexes (Ngwakwe, 2020), it may become 

a confounding factor in our research if not accounted for. The corona crisis was officially declared as 

a pandemic on January 30th,  2020. Thus, half of the year 2019 is analyzed, as this is the year before 

the corona pandemic and may provide more accurate and generalizable results. The Python library 

yfinance only allows one to access the stock prices for 1-hour intervals up till 730 days ago. When 

choosing to analyze the stock prices per minute, this can only be done for the last 7 days. 

Consequently, we only analyze the data from July 5th 2019 until January 30th 2020.  

 

4.1.2 Limitations for the tweets 
 

There we solely 7 CEOs who met the requirements of having a Twitter account that could be verified 

through either Twitter or the company’s website, and met the requirement of being a regular Twitte

r user. Of the 500 companies, 339 had a verified Twitter account or an account we could verify throu

gh the company’s website, and met the definition of being a regular Twitter user. This resulted in a la

rger dataset than the CEOs dataset. See Appendix A for the list of companies and CEOs that were incl

uded in this research. 

 

4.2 Data description 
 
In this section, we will describe our final datasets for our study.  

 

4.2.1 Twitter data 
 

The replies are filtered out, as these often do not contain relevant information. After fetching the 

tweets, a data frame with 36 columns is created. These were the time zone, conversation id, user id, 
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date, username, tweet content, language, like count, retweet count, replies count etc. To perform the 

analysis and match the tweets to the right stock prices later on, we only need the username, time 

zone, date, time, and the tweet content. The other information is deemed irrelevant. There are a total 

of 76.015 tweets for the companies, and 1262 for the CEOs. 

 

4.2.2 Stock data 
 

The stock prices are gathered through yfinance. There are in total 7 one-hour time slots for every 

trading day. There were a total of 144 trading days from July 5th 2019 until January 30th 2020, and 

1002 one-hour time slots. There are in total 8 columns when fetching the data through yfinance, which 

are: datetime, open, high, low, close, volume, dividends, and stock splits. Only the ‘datetime’, ‘close’, 

and ‘open’ are relevant to match the stock data to the tweets. Additionally, we added the columns 

‘stockprice_before’ which refers to the nearest closing price before a tweet was posted when posted 

outside of opening hours of the stock market. In contrast, the ‘stockprice_before’ refers to the nearest 

opening price before a tweet is posted when the tweet is posted during opening hours of the stock 

market. This is the stock price to which we will compare the next stock prices to. The column 

‘label_open’ is the relative change between the stock price of the closest opening hour after a tweet 

is posted, and the ‘stockprice_before’. The column ‘label_1hr’ refers to the relative change between 

the stock price of the second closest opening hour after a tweet is posted, and the ‘stockprice_before’, 

and label_2hr to the third. 

 

4.2.3 Sentiment scores 
 

In this section, we will discuss the steps taken to retrieve the sentiment scores for the tweets. We will 

start with the basic pre-processing of the tweets, followed by a short explanation of how we 

represented the classified tweets.  

 

4.2.3a Pre-processing of the tweets 
 

We discussed this in section 3.2.1 ‘pre-processing’. We removed the HTTPS tags and white spaces by 

applying a function in Python over the tweets in our datasets.  

 

4.2.3b Sentiment classification 
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We applied a function over the tweets in the dataset to get their polarity score, which ranges from -1 

to 1. We created an extra column ‘Polarity’, which includes all the polarity scores of each tweet. This 

column is necessary to perform the regression. Table 2 below illustrates an example of how the tweets 

are classified.   

 

 

Table 2: Example of classification of tweets 

 

 

4.3 Experimental procedure 
 

In this section, we will discuss the experimental procedure for the regression tasks for SVM, RF and 

XGBoost. The experimental procedure is the similar for both the CEOs dataset and the companies 

dataset.  
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4.3.1 Machine learning implementation 

 
The Python library sklearn was used to perform the analyses for SVM and RF. Sklearn has an 

implementation for both SVM and RF to perform regression tasks, namely SVR and 

RandomForestRegressor. For XGBoost, the Python library XGBoost was used with the implementation 

XGBRegressor. For all the models, 80% of the data was reserved for training, and 20% for testing. The 

3 different labels label_open, label_1hr and label_2hr were regressed on the polarity values. The 

dependent variables are label_open, label_1hr and label_2hr. The independent variable is polarity.  

 

Tuning of the parameters was deemed unnecessary after an analysis of the results, which will be 

discussed in chapter 5. For the baseline model, the error and prediction is also calculated. For the 

models, we calculated the RMSE to evaluate the performance, the mean to evaluate which values the 

model predicts, and the standard deviation to evaluate to what extent the predictions deviate from 

the mean.  

 

5. Results 

 
In this chapter, we will report our results for RF, SVM and the XGBoost from immediately after a tweet 

is posted up till two hours later.  We will start with the results for the CEOs, and then we will discuss 

the results for the companies.  

 

5.1 CEOs 
 
In this section, we will report and analyze the results for the RF, SVM and XGBoost on our dataset of 

the CEOs for immediately after a tweet is posted, up till two hours later. This will allow us to answer 

the first research question: “To what extent do CEOs influence the stock price depending on the 

sentiment of their tweets?”. 

 

5.1.1 Baseline predictions and errors  
 

We use the mean as our baseline for the stock change immediately after a tweet is posted, up till two 

hours later. We name them our baseline predictions, as these are the values that the baseline predicts. 

We labelled them with label_open, label_1hr, label_2hr for clarity. The baseline predictions are 

reported in table 3 below.  
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Table 3 

 

These values imply that the baseline predicts 0.10% as the mean change for the stock price 

immediately after a tweet is posted, 0.04% as the mean change for the stock price one hour after a 

tweet is posted, and 0.10% as the mean change for the stock price two hours after a tweet is posted.  

 

In table 4 below we see the RMSE for the baseline and our three machine learning models. The goal 

in machine learning is for our models to perform better than the baseline. 

 

 

Table 4 
 

5.2.2 Analysis of the results 
 

In table 4 it is illustrated that SVM has almost exactly the same error as the baseline for label_1hr and 

label_2hr. Subsequently, RF and XGBoost have an error that is very close to the baseline error, 

especially for label_1hr and label_2hr. We can safely conclude that our models did not learn anything 

from our data. To establish whether it is possible to train any model on our dataset, we need to look 

at if we can find any correlations in our data. Figure 1 and 2 present the relationships between our 

polarity values and relative change of the stock price for immediately after a tweet is posted, and one 

hour later. The x-axis represents the polarity values, and the y-axis the relative changes in stock price.  
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Figure 1: dataset for label_open 

 

We can see a very small correlation between the polarity values and relative changes in stock prices 

immediately after a tweet is posted. We can see relatively many data values for polarity 0.  

 

Figure 2: dataset for label_1hr 
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Subsequently, for the dataset of 1 hour after a tweet is posted we see little correlation, but many 

polarity values with a value of 0. The same pattern can be found for our dataset of 2 hours after a 

tweet is posted, see appendix B. Based on the scatterplot analysis we can state that there is no 

correlation between polarity and changes in stock price for any of our three labels. Hence, we do not 

expect to find a better model than the baseline. 

 

Another observation from figure 1 and 2 is that there are relatively many values around 0, but these 

values do not indicate a clear increase or decrease and are spread between 5% increase in stock price 

and -5% decrease in stock price. The relatively high density around 0 polarity and no clear direction in 

stock price change for this polarity value of 0 indicates that it will be relatively difficult to train any 

model on this data. Additionally, we can see that the dataset of the CEOs has almost no negative 

tweets, which adds to the difficulty of training a model on this data.  

 

To gain a deeper understanding of the performance of our model compared to the baseline, table 5 

gives an overview of the error, mean, and standard deviation of our 3 machine learning models.  
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Table 5 
 

Table 5 illustrates that the RF and XGBoost have an error close to the baseline for label_1hr and 

label_2hr. However, the standard deviations are not zero, which implies that there is some variation 

from the mean, thus our model is not an exact copy of the baseline.  

 

In figure 3,4 and 5 below we illustrate the results for the predictions of our model RF, SVM, and 

XGBoost for the label_open.  
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Figure 3: Random forest label_open 

 

We see that the model is almost exactly predicting the baseline, and there seems to be very little to 

no variation. This means we can safely conclude that the RF did not learn anything from our data. The 

results for label_1hr and label_2hr are almost identical and can be found in the appendix B.  

 

Figure 4: SVM label_open 
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Figure 4 shows that SVM is a complete straight line, which means we are almost exactly predicting the 

baseline. Our SVM also did not learn anything. The results for label_1hr and label_2hr are almost 

identical and can be found in the appendix B. 

 

Figure 5: XGBoost label_open 

 

Finally, figure 5 displays the XGBoost. We see slightly more variation compared to the SVM, but we 

are again almost exactly predicting the baseline. XGBoost also did not learn anything. The results for 

label_1hr and label_2hr are almost identical and can be found in the appendix B. 

 

The high standard deviation values for the SVM for label_1hr and label_2hr indicate that there are 

large deviations from the mean values the model predicts.  

 

5.2.3 Conclusion 
 

Our models do not perform much better than the baseline, which indicates that neither of our three 

models has learned anything from the data.  

 

5.2 Companies 
 

In this section, we will report and analyze the results for the RF, SVM and XGBoost on our dataset of 

the companies for immediately after a tweet is posted, up till two hours later. This will allow us to 
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answer the second research question:  “To what extent do corporates influence their stock price 

depending on the sentiment of their tweets?”. 

 

5.2.1 Baseline predictions and errors  
 
We use the mean as our baseline for the stock change immediately after a tweet is posted, up till two 

hours later. We name them our baseline predictions, as these are the values that the baseline predicts. 

We labelled them with label_open, label_1hr, label_2hr for clarity. The baseline predictions are 

reported in table 6 below.  

 

 

Table 6 

 

These values imply that the baseline predicts 0.11% as the mean change for the stock price 

immediately after a tweet is posted, 0.11% as the mean change for the stock price one hour after a 

tweet is posted, and 0.14% as the mean change for the stock price two hours after a tweet is posted.  

 

In table 7 below we see the RMSE for the baseline and our three machine learning models. The goal 

in machine learning is for our models to perform better than the baseline. 

 

 
Table 7 

 

5.2.2 Analysis of the results 
 

The error results in table 7 indicate that random forest and XGBoost have the same error as the 

baseline. This implies that they both constantly predict the mean for every value, which means the 

model performance is not better than the baseline and subsequently did not learn anything from our 

data. To determine whether this result is caused by improper models used or the way our data is 

constructed, we need to take a closer look at our data to see if we can find correlations between the 
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polarity values and the changes in stock prices for our three different labels. Figure 6 and 7 present 

the relationships between our polarity values and relative change of the stock price for our label_open 

and label_1hr. The x-axis represent the polarity values, and the y-axis the relative changes in stock 

price.  

 

Figure 6: dataset for label_open 

 

 

We can see that there is very little correlation between polarity and the relative changes in the stock 

prices for the opening  price immediately after a tweet is posted. We can also see that most of the 

data is around the 0.0 point, which shows most of the data is close to the baseline prediction of 0.11%. 

We do have a few outliers that reach 60% relative change, but these are rare.  
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Figure 7: data set for label_1hr 

 
In figure 7 we see an almost identical scatterplot as for the label_open. We see very little to no 

correlation between the polarity and changes in stock prices for one hour after a tweet is posted. For 

label_2hr {see appendix B}, we see again no correlation between percentage changes of stock prices 

and the polarity values.  Based on our scatterplot analysis, we can confidently state that we see no 

correlation between polarity and changes in stock price for any of our three labels. Hence, we do not 

expect to get a better model than the baseline. Hyperparameter tuning will likely result in a model 

that predicts exactly the baseline.  
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Table 8 

 
 
Our model is not exactly predicting the baseline, as we still have some variation in our data, which is 

illustrated in table 8. Our means for XGBoost and RF are exactly the same as the baseline, but the 

standard deviation is not exactly zero, which implies that there is some variation from the mean, thus 

our model is not exactly a copy of the baseline. For example, the baseline predicts 0.0011 for our 

label_open, but our model does not always predict 0.0011. Figure 8 and 9 illustrate this. 
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Figure 8: randomforest label_open 
 

We see that the predictions of the random forest are very close to the baseline of 0.0011, but not 

exactly. There are some deviations from the baseline.  

 
Figure 9: XGBoost label_open 
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For the XGBoost we see a similar result as for the random forest. The predictions are close to the 

baseline of 0.0011, but we do see some deviations. In figure 10 below, we see the predictions of the 

SVm for the label_open. Again, we see predictions close to the baseline of 0.0011 but with deviations 

from it.  

 
 

Figure 10: SVM label_open 
 

For SVM we do see a different mean for test set output. For example, label_open for SVM has a mean 

of 0.017 while the baseline has a mean of 0.0011. However, SVM also gave us the highest error 

compared to RF and XGBoost so this is the worst model. We could potentially tune SVM, but it would 

then do just as worse as XGBoost and RF because it is simply going to give us the mean scores.  

 

5.2.3 Conclusion 
 
The predictions on our test set for the different models leads us to the following conclusion. The 

models deviate slightly from the baseline because we do not see a completely straight line in most 

graphs. However, we do find that the errors especially for XGBoost are exactly the same as the 

baseline. The slight variation between the predictions of the model and the baseline is likely solely 

due to the fact that the model tries to get the same prediction as the training data, but we do not 

expect to find better results for individual companies.  
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6. Discussion 
 

The main goal of this thesis is to examine the extent to which CEOs and companies can influence the 

price of their stocks based on the sentiment of their tweets immediately after a tweet is posted, up 

till 2 hours later. The datasets used, one for the CEOs and one for the companies, contain the tweets 

and stock information from the period July 5th 2019 until January 30th 2020. We performed regression 

on both datasets, using the machine learning algorithms SVM, XGBoost, and Random Forest. Prior 

research suggested that tree-based models can outperform traditional regression techniques used for 

stock market prediction as SVM. In our research, XGBoost and RF generally had a lower error 

compared to SVM for both the companies dataset and the CEOs dataset. Thus, our research confirms 

that tree-based models indeed perform slightly better. However, neither of the 3 models used can 

predict the stock price based on the sentiment of tweets. There are different explanations for this. 

Firstly, there does not seem to be any correlation between polarity and percentage change in stock 

prices. This indicates that it will be challenging to train any model on this data. Secondly, the datasets 

are highly imbalanced especially for the CEOs, as the tweets are classified as either neutral or positive; 

negative polarity values rarely occur. A possible explanation for this imbalance is that companies and 

CEOs may always publish neutral or positive news, as publishing negative news could negatively 

impact their stock prices. Thus, posting highly negative tweets may in fact negatively impact the stock 

price, but these tweets are uncommon so we are unable to prove that.  The result of this imbalance is 

that it makes it challenging to train a regression model on the data.  

 

The results of this study seem to deviate from those obtained by other studies which investigated the 

correlation between stock prices and Twitter sentiment. A study by Kordonis et al. (2016) achieved a 

87% accuracy concerning correct stock movement prediction and found a correlation between stock 

price and polarity scores. Other studies report similar results. There are several explanations for our 

contrasting results. Previous studies have focused mainly on public sentiment towards specific 

companies. This leads to a larger pool of data and more variety in the sentiment. The tweets posted 

by CEOs and companies are mainly positive, which explains the challenge in training a machine 

learning model. In contrast, tweets posted by the public contain a variety of sentiments as the majority 
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of individuals on Twitter do not have an incentive to solely post positive tweets about a company or 

stock.  

 

A limitation of this research is the short time frame. Yfinance does not allow one to access tweets 

longer than 730 days ago for the one-hour interval, so integrating the stock data differently or solely 

analyzing the opening and closing prices per 24 hours gives access to a larger pool of stock data, which 

also allows one to extend this research. The corona pandemic also limited the availability of data for 

our research, as the stock market was relatively more volatile during the pandemic, which could lead 

to biased results.  

 

7. Conclusion 

 
We can conclude that neither CEOs nor companies influence their stock price based on the sentiment 

of their tweets for the closest hour after a tweet is posted, up till two hours later based on the data 

of July 5th 2019 until January 30th 2020. Our models XGBoost and RF tend to predict close to the 

baseline for the company dataset. The SVM performs the worst of all our models on the company 

dataset as it has the highest error. For the CEOs dataset, XGBoost and RF tend to predict close to the 

baseline for label_open and label_2hr. SVM performs the worst of all our models on the CEOs dataset. 

Based on the results, we can confidently state that it will be challenging to find any model that can 

predict the stock price based on the sentiment of the tweets for CEOs and companies. Thus, we can 

answer our research questions as follows: 

 

R1: “To what extent do CEOs influence the stock price depending on the sentiment of their tweets?” 

 

The results indicate that the sentiment of a tweet posted by CEOs does not influence the 3 nearest 

stock prices. 

 

R2: “To what extent do corporates influence their stock price depending on the sentiment of their 

tweets?” 

 

The results indicate that the sentiment of a tweet posted by corporates does not influence the 3 

nearest stock prices. 
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The results of this study indicate that CEOs and companies on the Fortune 500 do not seem to 

influence their stock prices, regardless of how positive their tweets are. This implicates that companies 

and CEOs are unlikely to manipulate the stock market through the sentiment of their tweets. This 

could be valuable for regulators investigating stock market manipulation by companies. Due to the 

time frame limitations encountered in this study, it is potentially worthwhile for future research to 

investigate a longer time frame. Additionally, investigating the influence of the tweets/posts of stock-

related Twitter or Instagram accounts on the price of stocks could also be promising, as there are a 

variety of accounts on Twitter that give investment advice or their opinion on stocks.  

 

Subsequently, future research could explore whether adding an additional feature, such as 

subjectivity, which indicates how much factual information versus personal opinion is expressed in 

the tweet, will improve the performance of the models. Additionally, adding polarity values for CEOs’ 

and companies’ other social media platforms such as Instagram and Facebook may yield different 

results. Regression often performs better when an additional feature is added, so it is worthwhile to 

add additional features to determine whether the models perform better. Thus, our study paves the 

way for future research in this study area.  
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Appendix 

A. List of companies and CEOs included in this research 
 
Companies: 
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CEOs: 
 

 
 

B. Figures for CEOs and companies (SVM, RF, XGBoost) 
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