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Abstract 
 
Predicting human behaviour is a complicated task because humans do not always make rational 

decisions and therefore could be unpredictable. Capturing behaviour based on video tracking to make 

predictions was employed in several studies. The current research attempted to predict running 

behaviour based on the body compositions of the runners which were extracted from video clips. This 

research used a data set featuring extracted coordinates of 18 anatomical points from the starting 

positions of young football players running for a total of 66 meters in order to predict the time needed 

to finish. Ridge, lasso, and elastic net regressions were performed to determine the extent to which 

running performance can be predicted based on the starting positions of the runners. The results 

demonstrated that the elastic net model performed the best over the test set. This model achieved a 

mean squared error of 3.16 and an average absolute error of 1.46 seconds. The elastic net model was 

better than the baseline model at predicting running time. However, the number of observations within 

the data set was small, and consequently the results are based on a small amount of data. Predicting 

behaviour based on extracted coordinates from human pose methods, on the other hand, was a 

relatively new task. This research revealed that predicting running behaviour based on the human pose 

is a technique that could be applied in the future for predicting other human behaviour based on video 

tracking. Future research should examine whether a larger data set would achieve better results and 

whether using more sophisticated algorithms to extract body coordinates could influence the results.  

 

Keywords: predicting behaviour, video tracking, elastic net, ridge, lasso, running performance.  
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1. Introduction 

Running is a key aspect of many sports. In the Netherlands alone, 1.5 million people run on a weekly 

basis, and this number is increasing every year (NOC*NSF, 2017). In sports such as basketball, 

baseball, football, and field hockey, improving one’s running technique is an important method to 

improve performance (Di Prampero, Botter, & Osgnach, 2014). One element of improving 

performance is analysing videos of athletes to gain insight into specific performance and to monitor 

players’ development (Cust, Sweeting, Ball, & Robertson, 2018). These videos could be used also to 

track behaviour or make predictions about the future behaviour of the athletes. With a growing 

collection of literature that recognizes the importance of data science and human pose estimation 

methods, the body compositions of the athletes could be used for predicting behaviour based on video 

tracking.  

 Human pose methods are based on extracting key points from videos and transforming them 

into coordinates. Most studies that used human pose methods focussed on 3D analysis (Zhao, Li, & 

Pietikainen, 2006; Pfister, West, Bronner, & Noah, 2014), in which researchers place multiple cameras 

at a fixed distance from one another to capture every movement in the 3D space. An advantage of such 

an approach is automatically capturing running performance because the cameras extract nearly all the 

key points of the body. However, such analyses are expensive and difficult to apply in practice 

because the experiments are often conducted in laboratories.   

 This leaves a gap for 2D human pose estimation methods. Previous research used human pose 

to detect difficult objects (Yao & Fei-Fei, 2010) or distinguish different clothes in an image 

(Yamaguchi, Luis, Ortiz, & Berg, 2012). Research by Singh (2016) used human pose for multiple 

purposes, such as distinguishing different clothes and body parts. These approaches are based on 

images and do not include extracting human poses from videos. In a recent development, Cao et al. 

(2016) devised the OpenPose algorithm. This method automatically extracts 18 anatomical key points 

from an image or video and therefore could be useful in analysing running technique. 

 The previous studies employing human pose methods were focussed only on detecting or 

distinguishing different body parts or certain objects within a frame. Another gap within this field is if 

human behaviour can be predicted based on video tracking. A study by Felsen, Agrawal, and Malik 

(2017) examined whether the subsequent move of players in water polo and basketball could be 

predicted based on visual inputs. Their model achieved accuracies of 70% for the basketball data and 

36% for the water polo data. Other research by Truscott and Belden (2019) used data from the 2016 

Tour de France professional bicycle stage race, which was filmed from a helicopter to provide an 

overhead view of the pelotons. Video clips were computed into individual images per frame, after 

which a set of image processing algorithms were employed to extract rider locations and network 

structure to examine peloton behaviour.  
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 This research attempts a task similar to that of the research by Felsen et al. (2017) and Truscott 

and Belden (2019) by examining whether behaviour could be predicted based on video tracking. The 

current research used an already-prepared data set of young football players running back and forth 

between cones separated 16.5 metres. Key points of their bodies were extracted and transformed into 

coordinates using the OpenPose algorithm. Previous research using this data set focussed on 

correlation between these coordinates and running performance (Van der Meijden, 2019; Van 

Leeuwen, 2019). However, both studies were limited to correlation and were unable to make 

predictions about the performance or behaviour of the runners.  

 The specific objective of this study is to predict behaviour in the form of running performance 

based on frame-based key point coordinates extracted from 2D video sequences of the runners’ 

starting positions. This research aims to predict the time required to run one lap of a track based on the 

extracted coordinates of the runner at the start. Therefore, the following research question is 

formulated: 

 

To what extent can running performance be predicted from body coordinates extracted from a frame 

of the starting position?  

 

To answer this research question and examine whether behaviour in the form of running performance 

can be predicted, four regressions were performed. Multiple linear regression was used as baseline, 

while three regularisation models were used to predict the outcome of runners on the unseen test set. 

These regularisation models were lasso, ridge, and elastic net. Based on the literature, elastic net is 

expected to outperform the lasso and ridge regularisations because it combines the two shrinkage 

penalties of the other models and therefore could make better predictions (Zhang, Tian, Bai, Xiahou, 

& Hancock, 2017; Zou & Hastie, 2005; Marafino, John Boscardin, & Adams Dudley, 2015). These 

algorithms were selected because the number of observations within the data set was limited to 50, and 

these algorithms perform adequately with a limited number of observations. 

 

Outline 

This research comprises six chapters, each divided in several subchapters. Chapter 1 contains the 

introduction of this research, the research question, and the practical and academic relevance. Then, 

Chapter 2 discusses the related work, and Chapter 3 describes the method and analysis used for this 

research. This chapter also establishes the steps taken during pre-processing. Chapter 4 presents the 

results of the of this research. Chapter 5 contains the discussion, which is divided into the goal of the 

research, the limitations, and the recommendations for future research. The final chapter presents the 

conclusions.    
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2. Related work 

This chapter is divided into six sections. The first section describes studies about predicting behaviour 

from video tracking. The second section sets out the theoretical dimensions of the research into 

running performance. Section three examines the importance of a sprint’s start. Afterward, the fourth 

section briefly explains the OpenPose algorithm. Section five investigates how previous studies have 

used this data set, and the final section discusses different techniques used for feature selection.  

 

2.1 Research on predicting behaviour from video tracking 

Running performance in the form of speed or time could be considered how someone is behaving. 

Analyzing the runners’ starting positions and observing how the runners behave according to these 

positions could be used for many other tasks. This section details several papers in which video 

tracking prediction tasks were performed.  

 Predicting certain behaviour based on video tracking is becoming popular within the field of 

science. Research by Felsen et al. (2017) examined whether the subsequent move of basketball and 

water polo players could be predicted based on visual input. They transformed images into an 

overhead view to predict who would next possess the ball. Their model achieved accuracies of 70% 

and 36% for the basketball and water polo data sets, respectively. Both models performed better than 

the predetermined baseline and could extract generic game strategies. This implies that behaviour can 

be predicted based on video tracking and therefore contributes to the current research in which a 

similar task is performed. Another study that attempted to predict the following move of basketball 

players based on video input was conducted by Su, Hong, Shi, and Park (2017). Their study used first-

person videos to predict future behaviour. This approach is relatively new, as most research is 

focussed on data with a view on the entire field rather than through the eyes of the players. This 

research not only examined the direction of the ball but also whether an algorithm could predict the 

direction in which the players would run.   

 Researchers investigated also the effect of grouping behaviour based on video tracking within 

the field of sports (Truscott & Belden, 2019). This research used data from the 2016 Tour de France 

professional bicycle stage race, which was filmed from a helicopter to provide an overhead view of the 

pelotons. After the video clips were computed into individual images per frame, the rider locations and 

network structure were extracted to examine peloton behaviour. The object of this research was to map 

peloton behaviour and therefore lacked making future predictions.  

 These previous studies illustrate that predicting behaviour based on video tracking is a feasible 

task. Because not every study was able to make predictions about behaviour, this research attempts to 

make predictions based on video input. The approach for this thesis was similar as Truscott and 

Belden (2019) by dividing the video clips in single frames in order to make analyses.  
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2.2 Research on analysing running performance 

Running performance can be measured and analysed in various ways, and this section explains some 

of these methods. A previous study found a positive correlation between longer stride length and faster 

speed (Williams, Netto, Kennedy, Turner-Bryndzej, & Campbell, 2018). In the study, children ran a 

30-metre track and were recorded with cameras from different angles to analyse their running 

technique and performance. The purpose of the study, however, was to analyse specific biochemical 

factors and running performance; prediction was not one of the aims.  

 Research by Herrmann et al. (2018) examined whether running speed can be predicted from 

body composition. They discovered that body composition is a superior predictor for running speed 

than is body mass index. Nagano, Fujimoto, Kudo, and Akaguma (2016) conducted a study that used 

image processing to predict running speed. They used a new method with a mechanical centroid to 

predict walking and running speeds. The results were similar to those of the studies in which multiple 

digital cameras were used to obtain 3D kinematics (Nagano et al., 2016).  

 

2.3 Research on a sprint’s start 

Previous studies indicate that the start of a sprint is crucial for a good performance (Brown & Vescovi, 

2012; Eriksen, Kristiansen, Langangen, & Wehus, 2009). The study by Eriksen et al. (2009) analysed 

Usain Bolt’s world record sprint during the 2008 Olympics in order to obtain the quickest time that he 

could achieve. They learned that while his start was excellent, the lack of acceleration near the end 

cost him a faster finish.   

 Since the start is crucial for the performance of a sprint, it is sensible that researchers have 

attempted to optimise the start position of sprinters. A study by Eikenberry et al. (2008) investigated 

differences in the positions of the feet. They found that the starting time can be minimised if runners 

start with their dominant foot. Further research examined the positions of the legs and hands and the 

angle of the forward lean (Slawinski et al., 2010). They also confirmed that the start of a sprint is 

crucial in obtaining the best performance.  

 

2.4 OpenPose 

This research employs a data set of extracted body coordinates analysed with the OpenPose technique 

developed by Cao et al. (2016). OpenPose is the first real-time multi-person system to detect key 

points of human arms, shoulders, and feet on single images. Figure 1 below depicts OpenPose’s 

pipeline method. The advantages of this method are its efficiency, practical applicability, and ability to 

detect multiple people in 2D space. However, OpenPose is not flawless; it struggles to analyse images 

of people taken from the side. Furthermore, the videos were recorded with a smartphone rather than a 

professional camera. The lower quality of the videos makes it more difficult for OpenPose to correctly 



 10 

detect the key points. As a result, in some cases, the algorithm incorrectly identified the position of the 

arms and legs: what the algorithm identified as the right arm was in some cases the left arm.  

 DensePose (Guler, Neverova, & Kokkinos, 2018) was developed as a successor to OpenPose. 

The DensePose algorithm can extract additional key points of the body from images to create a 3D 

model of the human body. It produces highly accurate results in real time (Guler, Neverova, & 

Kokkinos, 2018). Compared to OpenPose’s, DensePose’s algorithm is more complex and 

computationally expensive. Therefore, despite minor flaws, the OpenPose algorithm was used instead. 

 

Figure 1. A pipeline of the OpenPose algorithm: (a) is the single frame of the input image; (b) displays a convolutional 

network detecting confidence maps of the different body parts; (c) displays part association; (d) displays the body parts 

being associated with the subjects; and (e) displays the detection of all body parts (Cao et al., 2016). 

 

 

2.5 Previous research with current data set 

This section briefly explains what has already been examined in the current data set. Three previous 

studies are referred to in order to establish what is already known in addition to the gaps that the 

current research is intended to fill.  

 Previous research on this data set investigated whether a correlation exists between running 

performance and extracted features. Research by Van Leeuwen (2019) revealed that body pose while 

running on a track correlated with speed. Furthermore, differences in the first 16.5 metres of the track 

were caused by different starting positions of the runners. Van der Meijden (2019) discovered that 

running technique correlated with sprinting performance; in particular, bringing the upper body 

upright after acceleration correlated with sprinting performance. Despite both studies finding 

correlations, neither could make any predictions about running performance.  

 One study that did make predictions about running performance from this data set was 

conducted by Luttik et al. (2018). They performed a ridge regression to predict speed. Their model, 

however, offered limited predictive power, as it always predicted a value near the mean.  

 

 

2.6 Regularisation methods 

Feature extraction can be used to locate the most informative features in the data set. Cui, Bai, Zhang, 

Wang, and Hancock (2019) discovered that the models provided different results with respect to 

selecting the most informative feature. They compared lasso regression with elastic net to understand 
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the differences in finding the most informative features. Another shrinkage model is ridge regression, 

which has been found to outperform lasso regression (Hastie, Tibshirani, & Friedman, 2008).  

 Previous research revealed that lasso and elastic net feature selection perform well on high-

dimensional data (Zhang, Tian, Bai, Xiahou, & Hancock, 2017; Zou & Hastie, 2005). In addition, Zou 

and Hastie (2005) found that elastic net is particularly useful when the number of features is larger 

than the number of observations. Furthermore, they state that lasso is less useful when the data have 

more features than there are observations. Research by Marafino, John Boscardin, and Adams Dudley 

(2015) established that elastic net can reduce the number of features from thousands to hundreds with 

only a small impact on the overall performance.  

 

This research examines the extent to which running performance can be predicted based on the 

runners’ starting positions. Based on existing literature, elastic net regression is expected to perform 

best on the current data set because the number of features is larger than the number of observations 

(Zou & Hastie, 2005). Furthermore, lasso and ridge regression are expected to perform well on the 

data set and are therefore included in the analyses.  
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3. Method 

This chapter describes the methodology used in this study. It presents the algorithms and software 

used and describes the data set, task of the runners, pre-processing, experimental procedure, and 

evaluation method used to compare the results.  

 

3.1 Algorithms and software 

The software used to analyse the running technique of young football players is the programming 

language Python. This programming language was used for the pre-processing and conducting 

experiments to obtain results. The coordinates were extracted using the OpenPose algorithm. To 

predict the running time, four regressions were performed. Multiple linear regression was used as a 

baseline to understand the results of lasso, ridge, and elastic net regressions. To test the performance 

of the models, the mean squared error and mean absolute error were calculated. This was performed 

for all four regressions. For more information, see Section 3.5.5, evaluation method.  

 

3.2 Task of the runners 

This section explains how the data were gathered and establishes the specific task of the runners. 

Filming, gathering, and extracting coordinates from the videos was already performed and is not part 

of this research. This research used only the data set derived from these videos.  

 The videos consist of 50 football players aged 10 to 12 years running four times along a track 

of 16.5 metres—back and forth twice—for a total distance of 66 metres. The OpenPose algorithm 

detects 18 body parts and translates these points into coordinates. For more information, see Sections 

2.3 and 3.3 or the paper by Cao et al. (2016). A smartphone camera was used to capture the videos in 

full-HD (1080 × 1920 pixels) resolution with 60 frames per second. The camera was set on a tripod 

and at a fixed distance. Not all videos were on water level, which resulted in slightly different 

coordinates in some cases. The lengths of the videos depend on the speed of the runners and vary from 

16 to 26 seconds.  

 The specific task of the runners was to run as back and forth between the cones as quickly as 

possible. The timer began when they passed the first cone and ended when they passed the final cone. 

It is not a normal sprint because the runners did not start from a block and abruptly stopped at the 

turning points. Figure 2 illustrates the track and the position from which the video was recorded.  

Figure 2. A still image from one of the videos. The athlete (on the right of the image) runs back and forth between the cones. 
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3.3 Data set 

The original data set consists of 50 videos of young football players running back and forth between 

two cones. The cones were spaced 16.5 metres apart, and the children ran back and forth twice. The 

features from the 50 videos were already extracted and transformed into coordinates using the 

OpenPose algorithm, as described in Section 2.3. This resulted in 50 files in the comma-separated 

values (CSV) format, one file for each of the runners with their body coordinates. The data set thus 

consisted of 50 rows and 56 features after pre-processing. This is explained in greater detail in Section 

3.4.  

 The unprocessed data set consists of six features: FileIndex, FrameIndex, KeypointIndex, 

KeypointX, KeypointY, and KeypointScore. The most important features for this research were 

KeypointIndex, which has a value between 1 and 18 and refers to the different body parts; KeypointX 

and KeypointY, which are specific coordinates of the body parts; and KeypointScore, a combination 

of the X and Y coordinates. For a sample overview of one of the CSV files, refer to Table 1 below. 

 

Table 1. Sample of a CSV file. FileIndex identifies the runner; FrameIndex refers to the frame number, zero indicating the 

first frame; KeypointIndex refers to the body part (e.g. arm, ankle, elbow); and KeypointX, KeypointY, and KeypointScore 

refer to the coordinates of the body parts in the frame.  

 

 

3.4 Pre-processing  

This section explains the pre-processing performed to prepare the data set for analysis. As described in 

Section 3.2, there were 50 CSV files with the extracted coordinates of the runners. These files first 

needed to be merged into a single data set with only the starting frames of each runner. Each body part 

becomes a feature, and because each body part has an X, Y, and Score index, this resulted in a data set 

with 54 features of extracted body coordinates (18 body parts multiplied by three indexes). Including 

the FileIndex of the runner and the time taken to complete the course, the data set contained a total of 

56 features. See Table 2 below for a sample of the data set.  

 

3.4.1 Extracting starting positions and creating new features 

This section explains in detail how the data set was prepared for analysis and how the 50 CSV files 

were added one at a time to the new data set. First, all data with a frame index of 0.0 were extracted. 

This frame index refers to the first frame and therefore corresponds to the frame displaying the starting 
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positions of the runners. Second, the KeypointIndex had a value between 1 and 18, referring to one of 

the 18 body parts. These indexes were assigned to the correct body parts, which resulted in three 

coordinates—an x-, y-, and s-score—per body part. Third, the time the runners took to complete the 

course was calculated by dividing the number of frames by the number of frames per second, which 

was 60. The time taken to complete the course is expressed in seconds. Finally, this resulted in a data 

set with 56 features and a row for each of the 50 runners, as displayed in Table 2.  

 
 Table 2. A sample of a preprocessed data set with 56 features and 50 rows. fileIndex refers to the different runners. 

noseX, noseY, noseS, and the other similarly labelled columns refer to the specific body parts with the extracted coordinates; 

the X and Y coordinates refer to specific positions within the frame, while the S-score is a combination of the X and Y 

coordinates. All these coordinates had a frameIndex of zero in the original data set. The final feature in this data set is the 

time taken to complete the course. 

 
 

 

3.4.2 Missing values and outliers 

After pre-processing, the data set can be analysed. The first step is exploratory data analysis, which 

involves checking for missing values and possible outliers within the data set. Missing values are 

easily detected by searching for undefined values. No missing values were within this data set. 

However, some -1 values existed, which were flagged as missing, as all other values were non-

negative. These values were analysed, and it was discovered that one feature had a value of -1 in 

nearly every observation. This feature was the X coordinate from the right ear. The explanation for 

this is that the videos recorded the subjects from the side, and as the right ear was not visible during 

the start of the videos, the algorithm had difficulty detecting these coordinates. These missing values 

could have been replaced by the coordinates of the subsequent frame, in which the ear was detected. 

However, in the following 100 frames, these values were still missing; once the ears were detected, the 

new coordinates no longer refer to the starting positions of the runners. Therefore, the feature RearX 

was not included in the model.   

 To determine outliers within the data set, a boxplot was used. The boxplot revealed three 

potential outliers in the end time of the runners, two of which were nearly twice the mean. These two 
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outliers could have significantly influenced the model, as there were only 50 observations. Therefore, 

to avoid these two outliers potentially influencing the model’s performance, they were excluded from 

the analysis. The third potential outlier was within an allowable range of three times the Z-score, and 

since the number of observations was already limited, this observation was not excluded from further 

analysis. After handling missing values and outliers, the data set consisted of 48 observations with 55 

features.  

 

3.5 Experimental procedure 

This section explains the experimental procedure used to obtain the results. Four regression models 

were employed: multiple linear, lasso, ridge, and elastic net. The results of the multiple linear 

regression were used as a baseline to understand the performance of the other models on unseen test 

data. The four regressions were performed using the sklearn package in Python. The error stands for 

the difference between the predicted and actual values; see Section 3.5.5 for further explanation 

regarding calculating the mean squared error (MSE) and mean absolute error (MAE). 

 

3.5.1 Regression 1: multiple linear  

A multiple linear regression is a basic model. Multiple linear regression attempts to model the 

relationship between two or more explanatory variables and a response variable by fitting a linear 

equation to the observed data (Hastie et al., 2008). The results from this model were used as a baseline 

to understand the results from the other models and to put the obtained results into perspective. Leave-

one-out cross validation (LOOCV) was used to obtain the mean error on the test set. This type of cross 

validation was used instead of the normal cross validation due to the limited data within the data set. 

Each time, a different single observation was used as the test set, while the other 47 observations were 

employed as training sets. After fitting the model and testing the performance on the unseen test 

observation, the mean squared error (MSE) and mean absolute error (MAE) were computed; see 

Section 3.5.5 for an explanation. This process was repeated until all observations were used as a test 

set. The mean error was then calculated by dividing the sum of the errors by 48. These mean errors 

over all the test sets were then used as baselines to examine the performance of the other models.  

 

3.5.2 Regression 2: ridge  

Ridge regression is a simple technique to reduce model complexity and prevent overfitting which may 

result from multiple linear regression (Hastie et al., 2008). Ridge regression is a type of regression 

similar to least squares. The only difference is that the coefficients were estimated by minimising a 

slightly different quantity. Ridge uses a shrinkage penalty in which the coefficients shrink towards 

zero depending on the alpha parameter, in which alpha must always be greater than zero (Cui et al., 

2019). As with least squares, ridge regression seeks coefficient estimates that fit the data well by 
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making the residual sum of squares (RSS) small. A disadvantage of ridge is that it shrinks the 

coefficient estimates towards zero but not to exactly zero, which means that the model always includes 

every feature (Zheng & Liu, 2011).  

 Different alphas were tested to obtain the alpha parameter that resulted in the lowest error 

using LOOCV. Each fold featured a different alpha value, and the alpha value that resulted in the 

lowest error was used in the model. Regarding the bias-variance trade off, as alpha becomes larger, the 

variance decreases, and the bias increases. After determining the best alpha parameter, LOOCV was 

used to obtain the mean error over all n – 1 folds that were used as test sets, where n represents the 

number of observations in the data set. These errors, expressed in MSE and MAE, were compared 

with those of the baseline models and the results obtained from the other models to provide an 

indication of the ridge regression model’s performance.  

 

3.5.3 Regression 3: lasso  

Lasso regression is similar to ridge regression in that it is a type of regression in which the coefficient 

estimates shrink towards zero. In contrast to ridge, however, lasso sometimes forces estimates to 

shrink exactly to zero should the tuning parameter alpha be sufficiently large (Zheng & Liu, 2011). 

This is the primary advantage of lasso over ridge because feature coefficients could be set to zero and 

therefore be excluded from the model should these features result in having little predictive power. 

The performance of the lasso depends on selecting the best alpha parameter, as the size of alpha 

determines whether features shrink to zero. When alpha = 0, lasso gives the least squares fit, and when 

alpha becomes sufficiently large, lasso gives the null model in which all coefficient estimates equal 

zero. The shrinkage process is important in identifying the most informative features (Cui et al., 2019). 

However, it remains a challenge to find these informative features without a possible loss of 

information.  

 As described in the previous section, to obtain the best results, lasso regression depends on the 

alpha parameter. Multiple alphas in a range of 0.001 to 20 were used to obtain the alpha parameter that 

provided the lowest error. This was performed using LOOCV with different alphas. After finding the 

best alpha parameter, the model was fitted and tested against the unseen observations. This was 

executed using LOOCV, which splits the data into a number of folds equal to the number of 

observations. Each observation was used as a test set to obtain the average error over all 48 test sets. 

These errors, expressed in MSE and MAE, were compared with the baseline model and the other 

models to provide an indication of the performance of the lasso regression model.  

  

3.5.4 Regression 4: elastic net  

Elastic net regression is a combination of ridge and lasso regarding their penalties. Elastic net has an 

advantage over the other models because it considers grouping the effect of the predictors (Zou & 

Hastie, 2005). For this reason, highly correlated features are grouped and therefore are in or out of the 
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model together. The alpha in this model is the mixing parameter between the ridge (a = 0) and lasso (a 

= 1). The other parameter is the L1 ratio, which is a combination of the L1 and L2 penalties of ridge 

and lasso. Previous research found that elastic net feature selection performs well on high-dimensional 

data (Zhang et al., 2017; Zou & Hastie, 2005). They discovered also that elastic net is particularly 

useful when the number of features is larger than the number of observations. Since the current 

research used a data set that has more features than observations, elastic net was selected to examine 

whether it could outperform the other models and predict running performance. 

 To find the optimal parameters for this model, LOOCV was used to determine the parameters 

that resulted in the lowest error. This was executed using the ‘gridsearch’ package in Python. These 

parameters were then used in the model to obtain the error for each test set. The average error was 

calculated using LOOCV, which splits the data into a number of folds equal to the number of 

observations. Each observation was then used as a test set to obtain the average error over all 48 test 

sets. These errors, expressed in MSE and MAE, were compared with the baseline analysis and the 

other analyses to provide an indication of the performance of the elastic net regression analysis.  

 

3.5.5 Evaluation 

To evaluate the performance of the models, the MSE and MAE for the unseen test data were 

computed. This was performed to assess the models’ accuracy and to obtain their predictive power. 

Mean squared error is a single value that provides information regarding the regression line’s 

goodness-of-fit. The smaller the MSE value, the better the fit, as smaller values imply smaller 

magnitudes of error. Mean absolute error measures the average magnitude of the errors in a set of 

predictions without considering their direction. It is the average over the test sample of the absolute 

differences between prediction and actual observation, in which all individual differences possess 

equal weight. For each model, this resulted in 48 MSEs and MAEs. The average error over these folds 

was used to examine the performance of the models. Mean squared error and mean absolute error are 

calculated using the following equations:  
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4. Results 

This chapter discusses the results of the regression analyses. To test the extent to which running 

performance can be predicted from extracted coordinates of body parts at a sprint’s start, four 

regressions were performed. Table 3 below provides an overview of how well the models performed 

on the test data, in which multiple linear regression was used as baseline to understand the 

performance of the other models. The running task lasted a mean of 18.9 seconds (standard deviation 

= 1.7 seconds) and a median of 18.8 seconds. The baseline model achieved an MSE score of 15.55 and 

a MAE score of 3.55. The MAE reveals the size of the error on the test set in terms of seconds.  

 The results of the lasso regression indicated that an alpha parameter of 0.04 provided the best 

results for this model. The model achieved an MSE of 5.48 and a MAE of 2.79 seconds over the 48 

test sets. The lasso model achieved lower errors on the test set than on the baseline set by the multiple 

linear regression.  

 The alpha parameter for the ridge regression was set to 0.8, as this produced the best results. 

The average errors on the test sets revealed an MSE of 5.32 and an MAE of 2.5 seconds. As with the 

lasso regression, the ridge model performed better than the baseline model on the test set. However, 

the ridge model performed slightly better than the lasso regression regarding errors.  

 The results from the elastic net regression demonstrated the lowest errors compared with the 

other three models. The best results were obtained by setting the alpha parameter to 0.8 and the L1 

ratio to 0.2. After setting these parameters, the model achieved an average MSE of 3.16 and an 

average MAE of 1.46 seconds over the 48 test sets using LOOCV. This model outperformed lasso and 

ridge and was far better than the baseline model. Figure 3 illustrates the predicted and actual values 

over all the test sets for the elastic net regression. As displayed in the figure, the model always predicts 

a value close to the mean.  The figure reveals a discrepancy for the final sprinting number: the actual 

value is well above the predicted value.   

Figure 3. Differences between the actual values (orange bars) and predicted values (blue bars) for the elastic net model.  
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 Figure 4 displays how the residuals are distributed compared with the actual value. The 

distance from the line at 0 is how poor the prediction was for that value. Since Residual = Observed – 

Predicted, positive values for the residual (on the y-axis) indicate that the prediction was too low, and 

negative values indicate that the prediction was too high; 0 indicates that the guess was exactly 

correct. As with Figure 3, the residuals reveal one major error in the upper-left corner. This residual 

plot does not illustrate a pattern, this indicates that the model is good fit and is not overfitting.   

 
Figure 4. Predicted value (x-axis) versus the residuals (y-axis) to examine how far the predictions are from the actual values 

in the elastic net model. 

 

 To view the results with respect to the research question ‘To what extent can running 

performance be predicted from body coordinates extracted from an image of the starting position?’, 

elastic net performed best on the test set in terms of average errors. The model predicted running time 

with an average MAE of 1.46 seconds on the test set. Compared to the simple baseline model, elastic 

net regression performed much better regarding errors.  

Table 3 

How the models performed on the unseen test set. The mean squared error and mean absolute error 

scores represent the errors on the unseen test data. The A values are the optimal alphas for each 

model. ‘L1’ refers to the L1 ratio, which was used in only the elastic net regression.  

  Score  

 Models MSE MAE  

 

 

Lasso Regression (A = 0.04) 

 

Ridge Regression (A = 0.8) 

 

Elastic Net (A = 0.8, L1 = 0.2) 

5.48 

 

5.32 

 

3.16 

2.79 

 

2.50 

 

1.46 

 

Baseline Multiple Linear Regression 15.55 3.55  
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5. Discussion 

In Section 5.1, the results of the models are evaluated regarding the research question stated in the 

introduction. Section 5.2 discusses the limitations of this research, and Section 5.3 proposes ideas for 

future work on the topic of human pose estimation.  

 

5.1 Goal of this research  

The object of this research was to investigate whether behaviour can be predicted based on video 

tracking. This was examined by attempting to predict the running performance of children based on 

the positions of their body parts at the start of the sprint.  

 Additionally, previous research made attempts to predict behaviour based on video tracking 

(Felsen et al., 2017; Su et al., 2017). Both studies could track and predict behaviour based on video 

input. The current research performed a similar task by predicting the time it would require to run the 

track based on the positions of the runners’ body parts at the start. This human pose method in 

combination with predicting behaviour is a different approach than previous research. This research 

could therefore be the beginning of more behaviour prediction using video tracking and human pose 

methods. The goal would be to automatically extract body compositions from video footage and 

directly make predictions about people’s future behaviour based on this composition. An example 

could be to use security cameras to detect potential terrorists at an airport based on their body 

compositions. 

 Based on the literature, the expectations were that the elastic net regression would outperform 

the lasso and ridge regressions and would perform better than the baseline (Cui et al., 2019; Marafino 

et al., 2015). This was expected not only because elastic net combines the penalties used in lasso and 

ridge but also because the model considers grouping the effect of the predictors rather than examining 

predictors separately. Furthermore, as this was the case, it was expected also that elastic net would 

perform better when the number of features was larger than the number of observations (Zou and 

Hastie, 2005).  

 The results indicate that all the models performed better than the baseline. The best 

performing model was, as expected, the elastic net model, with an MSE of 3.16 and an MAE of 1.46 

seconds. Further examination of the results reveals that the elastic net model made predictions close to 

the mean. The model consequently has difficulty predicting values further from the mean and 

therefore loses predictive power. The model might predict values close to the mean because the alpha 

parameter which produced the lowest error was selected. A consequence of this approach could be that 

the lowest average error is obtained by making predictions not far from the mean. However, an error 

of 1.46 seconds on average is still much better than the baseline and indicates that the model can make 

predictions. Hastie et al. (2008) learned that the ridge model performs better than the lasso model 

regarding errors. Despite the limited data, this research could confirm these findings because ridge 
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performed slightly better, with an MAE of 2.5 seconds, than did lasso, with an MAE of 2.79 seconds. 

In contrast to previous work using this data set by Van der Meijden (2019) and Van Leeuwen (2019), 

this research succeeded in building a model that can predict running time based on the extracted 

coordinates. 

  

5.2 Limitations of the research 

This study encountered several limitations that must be highlighted to place the results in the right 

perspective. First, the number of observations within the data set was small, and consequently, the 

results are based on a small amount of data. The performance of the models and the results of this 

research are based on only 48 observations. This reduces the significance of the research and limits the 

use of this model for other purposes in the field. Second, as described in Section 2.3, the OpenPose 

algorithm made errors in identifying arms and legs because the videos were recorded from the side 

rather than from the front. Finally, not all data from the data set were used in this research; as the 

primary objective was to investigate whether the starting position could predict running time, only the 

frames from the starting positions were used. Therefore, this research did not consider that the turning 

points during the run could greatly influence performance.  

 

5.3 Future work 

Considering the limitations of the research, some recommendations can be made for future work. 

Tracking and predicting behaviour based on videos is a complicated task because human behaviour 

could be difficult to predict. This research made use of only one frame extracted from the videos to 

predict behaviour; future research should investigate whether predicting behaviour based on multiple 

frames would be more accurate. When the model includes more frames, it could be possible to better 

predict behaviour. Using multiple frames could make the model more complicated; therefore, it would 

be better to use more sophisticated methods, such as a neural network.  

 As discussed in Section 5.2, the number of observations was small. These experiments could 

be conducted on a much larger data set to determine whether similar results could be obtained. A 

recommendation for recording the videos is to film the athletes from the front rather than from the 

side. To better analyse running performance, the running could take place on an athletics track where 

the runners can begin from a starting block and where no turning points are needed.  

 Another recommendation concerns the OpenPose algorithm used to extract the coordinates 

from the runners. As mentioned in Sections 2.3 and 5.2, OpenPose made mistakes in extracting body 

part coordinates from the videos. Guler et al. (2018) developed DensePose as a successor to 

OpenPose. This newer algorithm can extract additional body key points from images to make a 3D 

model of the human body and produce highly accurate results in real time. Therefore, future research 

should examine whether more accurate predictions can be made if the features are extracted using 
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DensePose. A comparison between the two algorithms could be made to determine the extent to which 

the limitations of OpenPose influence the results.  
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6. Conclusion 

This study examined the extent to which running performance of the athletes could be predicted based 

on coordinates at the sprint’s start. This task could be considered predicting behaviour using video 

tracking. This approach is not completely new, as previous research also made attempts to predict 

behaviour based on video clips (Felsen et al., 2017; Su et al., 2017). Predicting behaviour based on 

extracted coordinates from human pose methods, on the other hand, was a relatively new task. This 

research demonstrated that predicting running behaviour based on human pose is a technique that 

could be applied in the future to predict other human behaviour based on video tracking.  

 In this thesis, three regularisation models were evaluated to assess the extent to which running 

performance can be predicted from the coordinates of the starting position. The results from this 

research were compared with a baseline model and expectations derived from the literature. Although 

this research used limited data, the elastic net model could predict running time with a mean absolute 

error of 1.46 seconds. The models made fewer errors than did the baseline model and performed in 

line with the literature. Elastic net was expected to perform best on this data set, and it did. All models, 

however, made predictions close to the mean, and they consequently lost predictive power. Elastic net, 

on the other hand, can predict to a certain extent the end time of runners based on starting positions 

and could therefore be used in other prediction tasks. Future research should determine whether 

applying more sophisticated models, such as neural networks, could be used to improve the 

performance of the models.  
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