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Abstract

Prediction of job duration is an important problem in recruiting and human resources. Limita-

tions of studies to date are the sole analyses of data from an internal company perspective and

the strong focus on employee retention. This study adds to the existing literature by presenting

models that can be used to predict job duration from an external perspective, investigating

the ability to predict job duration using publicly available data. Furthermore, several different

implementations of regression and classification were compared to determine which models suits

this type of data best. These were trained on a subset of data originating from a selection of 65

million publicly available person profiles collected through web scraping. Features considered

in this study are mean job duration (excluding the last completed job), total years worked and

industry. Industry was excluded as a feature based on primary feature selection were industry

did not show any predictive capability, this finding is in contrast with previous literature. The

classification models all performed above baseline, all models had a very similar performance

with predictive accuracy around 67%. The regression models also performed better than base-

line, they all predicted some variance of the job duration, around 25%. Therefore, results for

both tasks indicate that publicly available data has predictive merit for job duration. Selecting

the best models was difficult, since the models yielded similar performance. Unfortunately all

predictions were below practical relevance thresholds. Capturing a broader set of characteristics

could significantly improve prediction accuracy, and help reach practically relevant levels. This

could be achieved by combining publicly available external data with other data sources.

keywords: Human resource analytics, prediction, job duration, publicly available data, ma-

chine learning
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1. Introduction

This section provides a short background for the study in subsection 1.1, the research questions

in subsection 1.2, and the structure of this thesis in subsection 1.3.

1.1 Background

“The first step towards getting somewhere is to decide that you are not going to stay

where you are.”

– J.P. Morgan

The competitive and dynamic nature of the job market as well as personal goals and

preferences lead individuals to change jobs at some point in their lives. Moving to a new

job, however, is not an easy decision, and may depend on many factors. Boockmann and

Steffes (2010) showed that currently more than fifty percent of all new employment relationships

end within two years. This high employee turnover poses a problem for new and current

employers. A number of trends (e.g., globalization, increase in knowledge work, accelerating

rate of technological advancement) are believed to be responsible for this high turnover (Holtom,

Mitchell, Lee, & Eberly, 2008), and make it vital that firms acquire and retain human capital.

Companies and recruiters often face the problem of deciding which individuals to approach

for hiring. Whilst there are many ways for recruiters or companies to find and select individuals

that have the right requirements using on-line and off-line curricula vitae, not all suitable

candidates are necessarily willing to leave their current employment. It would be insightful

for potential employers to know what individuals are likely to accept a new job, and how long

that individual is likely to stay with them. If they can predict which individuals are likely to

switch jobs, current and potential employers can consider whether to spend time and money

on retaining, attracting or training those individuals. For individuals, it could be insightful to

know when people with similar profiles transitioned to a new job, it might help them to decide

when to take the next step in their career. Similarly, these models might be adapted to predict

what type of job a person will transfer to, and even what skills they need for a certain type of

job. Thus, due to all these different interests, the issue of employee turnover has been addressed

extensively in the HR literature (see Section 2. Related work).

Prediction of job retention could be considered part of the field of Human Resource (HR)

Analytics. In the HRA literature there is often a distinction between voluntary turnover and
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involuntary turnover (Holtom et al., 2008). Both types of turnover have different types of causes,

but both are relevant to this study. Therefore, when referring to turnover in this study, both

types of turnover are taken into account. HR Analytics is a relatively new domain in the HR

field, which aims to enable organizations to use descriptive, visual, and statistical analyses of

data related to HR processes to establish business impact and facilitate data-driven decision-

making, as explained by Marler and Boudreau (2017).

In their literature review Marler and Boudreau (2017) found little scientific evidence that

newly available online public data sources are being used to guide decision-making in the field

of HR analytics, despite evidence of a growing interest in this innovation. Marler and Boudreau

(2017) selected 14 articles based on meeting scientific quality criteria from an initial popula-

tion of 60 articles, ultimately only 4 involved empirical analyses of HR Analytics. The authors

concluded that there is a growing need for more scientific research in this field. HR predictive

analytics is an evolving application field of HR analytics. As stated by Mishra, Lama, and

Pal (2016) an important part of HRPA is "Predictive Retention Modelling: Identify high-risk

employees, build profiles, predict vacancies and leadership needs, and understand how risk is

distributed throughout the organization"(p. 34). As can be seen from this definition, these pre-

dictions are often conducted from an internal company perspective. Missing from the literature

however, are predictive analytics from an external perspective. This study will attempt to fill

this research gap. To summarize: the goal of this study is to use machine learning to create a

predictive model for job duration of individuals using only static publicly available information

scraped from the web.

A practical application of a predictive model like the one in this study might be useful for

a variety of practical implementations. An example of this is that it could complement digital

recruitment platforms. For recruiters and hiring companies it is very relevant to know which

candidates are likely to switch jobs. For individuals it might be insightful to know when people

with similar career profiles change jobs, and when they should consider doing so themselves. It

is unlikely that the models from this study can be directly applied in a practical setting, but

this study might be used as a stepping stone for future implementations.

1.2 Research questions

The first research question of the thesis is formulated as follows:
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RQ1: Is it possible to predict job transition in individuals using only publicly available data?

If the answer to research question 1 is anything other than no, a second research question

can be answered:

RQ2: What is the best model to predict which individuals are likely to switch jobs using only

publicly available data?

1.3 Structure

The outline of the remainder of the thesis is as follows. Section 2 (Related work) contains

information on relevant work from previous studies, reviewing what has and has not been

reported in the literature, justifying the added value of the current study. The section starts

with an overview of the field of human resource analytics. Secondly, machine learning algorithms

used for human resource analytics and specifically job prediction related applications will be

discussed. Section 3 (Method) will describe the dataset and the experimental procedure in

sufficient detail for other researchers to replicate the study. A description of the dataset will

be provided. Furthermore, the pre-processing of the data will be discussed and information

about feature selection will be provided. The experimental procedure will be explained, what

tasks were performed, which algorithms were used, which parameters were chosen and why.

The parameter optimization will be explained and implementation methods will be discussed.

Lastly, the evaluation criteria, the evaluation scheme and error measures will be provided in

the Method section. Section 4 (Results) will discuss the empirical results. The results from

analysis of the differences between industries are discussed. Results from the classification task

will be discussed as well as the results from the regression task. In section 5 (Discussion)

the research question will be answered, and directions for future research will be given. The

results will be discussed and interpreted. Suggestions for future research will be given and to

conclude, the research questions will be repeated and answers to them provided by combining

the results obtained with a very brief summary of how they can be placed in the context of

existing research.

2. Related work

This section provides a context of related work and explains how this work relates to the

literature. The section starts with an overview of the field of human resource analytics in
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subsection 2.1. In subsection 2.2, machine learning algorithms used for human resource analytics

and specifically job prediction related applications will be discussed.

2.1 Human resource analytics

Employee turnover has drawn researchers’ and human resource experts’ attention due to the

associated cost of employee turnover that impacts the operational capabilities and organizational

budget (Zhu et al., 2016). Nevertheless, most organizations seem to lack a consistent view of

the workforce and thus need HR analytics to perform workforce optimization and to produce

better "Return On Investment" (ROI) (Bassi, 2011).

Many HR analytics studies are based on internal company data and employee surveys

(Collini, Guidroz, & Perez, 2015; Heponiemi, Kouvonen, Virtanen, Vänskä, & Elovainio, 2014;

Y.-H. Huang et al., 2016; Jordan & Troth, 2011; Yousef, 2017). For example, the study by

Collini et al. (2015) used employee surveys and linked those to turnover rates gathered from

internal company records. However, this internal data is not always available for a third party,

for example in the case of recruitment of new employees. Companies looking to attract new

employees often have to rely on publicly available external data. The recruiting systems com-

monly used by companies, make use of social networks such as LinkedIn, Facebook, Twitter,

Xing (Zide, Elman, & Shahani-Denning, 2014). Davison, Maraist, and Bing (2011) report that

information on business-oriented social networking platforms such as LinkedIn or Xing are more

accurate than social media platforms like Facebook, as people in the same network can view

and verify the information provided.

Griffeth, Hom, and Gaertner (2000) conducted a meta-analysis of antecedents and corre-

lates of employee turnover. The main predictors for employee turnover were: job satisfaction,

organizational commitment,job search, comparison of alternatives, withdrawal cognitions, and

quit intentions. Like the studies mentioned above,these are all internally measured through

questionnaires. However, they also found evidence for an external factor that can predict

employee turnover: alternative job opportunities. As CBS (2017) showed, alternative job op-

portunities are highly dependent on the industry a person is working in. Furthermore, in the

study by Paparrizos, Cambazoglu, and Gionis (2011) evidence was found for industry as an

important predictor for predicting future employers. Therefore, differences between industries

will be investigated as a feature for predicting employee turnover.
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2.2 Machine Learning algorithms

With increased digitalization, attention has started growing for e-recruitment, a recruitment

process based on information publicly available on the web (Boudreau & Cascio, 2017; Mishra

& Lama, 2016; Thompson, Braddy, & Wuensch, 2008). Mishra and Lama (2016) explained

that when human resource data is assessed, different methods can be used to extract knowl-

edge. Predictive analytics are known to increase accuracy of automated decision making, and

combining data mining with advanced predictive techniques has provided more understanding

in HR. For example, Mishra et al. (2016) applied customer churn models on employee turnover

data to create predictive employee turnover models. Their paper demonstrates that machine

learning techniques can be used to build reliable and accurate predictive models for employee

turnover.

In this subsection, multiple classification and regression algorithms will be discussed. The

justification for trying different algorithms instead of just one can be found in the "no free

lunch" theorem for optimization stated by Wolpert and Macready (1997). This theorem has

a highly theoretical and mathematical basis, but in practice it can roughly be interpreted as

"no search algorithm by definition outperforms any other algorithm". From that it follows that

one should consider multiple different algorithms and select the one with the best performance.

It is certainly possible that some algorithms perform equally well and there is a tie. In that

case one must take into account Occam’s razor, a principle stated by the philosopher William

of Ockham. This principle chooses simplicity over complexity: of two competing theories or

models, the simpler explanation is to be preferred. However, it is difficult to objectively measure

simplicity therefore mean training time in the cross-validation procedure will be used as a proxy

for simplicity. In the text below the algorithms that describe job duration and/or employee

turnover in the scientific literature will be discussed. All algorithms mentioned in this literature

were investigated and will be explained briefly, unless specified differently.

Zhu et al. (2016) performed a study that predicted employee turnover using time series

forecasting techniques. The study included longitudinal demographic metrics such as payroll

category, hired date, termination date, age, years of service, gender, and job classification.

Various time series forecasting models for predicting employee turnover were tested and optimal

models for turnover forecasts were identified. Interestingly, Zhu et al. (2016) created a summary

of previous research on employee turnover forecast (see Table 10). From their meta-analysis
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by Zhu et al. (2016), it can be deducted that employee turnover predictions typically rely on

linear regression and logistic regression and to allow comparison, this study will include those

methods.

2.2.1 Linear regression. In statistics, linear regression is an approach for modeling the

relationship between a continuous dependent variable and one or more explanatory variables,

or features in machine learning. If there is more than one explanatory variable, it is referred

to as multiple linear regression. Stanton (2001) study on publications of Sir Francis Galton

and Karl Pearson revealed that Galton’s work on inherited characteristics of sweet peas led

to the initial conceptualization of linear regression. Subsequent efforts by Galton and Pearson

brought about the more general techniques of multiple regression and the product-moment

correlation coefficient. In linear regression a line is fitted to the data as to minimize the sum

of squared residuals. Linear regression analysis is a widely used statistical technique with all

types of applications, including employee turnover (Bluedorn, 1982; Collini et al., 2015; Thaden,

Jacobs-Priebe, & Evans, 2010).

2.2.2 Logistic regression. Logistic regression is a supervised regression model where

the dependent variable (DV) is categorical. Logistic regression is also referred to as logit regres-

sion, or logit model (Freedman, 2009). In traditional logistic regression, the outcome variable is

binary; there are only two classes. Logistic regression was developed by statistician David Cox

(1958). Although it is an old method, logistic regression was used in many recent studies pre-

dicting employee turnover (Y.-H. Huang et al., 2016; Y.-h. Huang et al., 2014; Li, Lee, Mitchell,

Hom, & Griffeth, 2016; Stanley, Vandenberghe, Vandenberg, & Bentein, 2013; Tews, Stafford,

& Michel, 2014; Vardaman, Taylor, Allen, Gondo, & Amis, 2015).

Paparrizos et al. (2011) addressed the problem of predicting future employers for individu-

als. They formulated their recommendation as a supervised machine learning model. They used

publicly available profiles from the web to obtain information about past job transitions and

job-related features to predict an individual’s next employer. They used 3 different samples, the

first including people form the top 100 universities and top 100 companies, the second contain-

ing people from the top 100 companies, and the third containing only people from the top 25

companies. For each sample they predicted class is an institution among the most frequent 25

companies in the full data. For these 3 set ups they reached an accuracy of 67%, 78% and 86%

respectively, with a baseline accuracy of 15%. The most important predictors in their study
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were company title, industry and industry type(public or private). For this prediction they

used a combination of the decision tree and Naive Bayes algorithm: the Decision tree/Naive

Bayes hybrid classier (DTNB). Therefore, this study uses a decision tree and Naive Bayes as

classifiers. Using a DTNB hybrid classifier was unfortunately not possible due to lack of an an

available implementation of this algorithm and too limited time to create a implementation.

The Naive Bayes classifier is a supervised machine learning technique that uses the concept

of probability to classify new entities. In the statistics and computer science literature, Naive

Bayes models are known under a variety of names, including simple Bayes and independence

Bayes (Hand & Yu, 2001). This method applies Bayes’ theorem with the assumption of strong

conditional independence assumptions between the features. In lay men’s terms Naive Bayes

considers every feature to be unrelated to the other features. Naive Bayes has a surprisingly

competitive performance in classification (Lewis, 1998), considering that the conditional inde-

pendence assumption on which it is based, is rarely true in real world applications. One of

the advantages of the Bayesian classifier is that it is applicable in many different domains and

situations.

2.2.4 Decision tree. The decision tree is a supervised machine learning technique that

uses a predictive tree model to go from observations about an item (represented in the branches)

to conclusions about the item’s target value (represented in the leaves). decision trees can be

used for both regression and classification. Decision trees are computationally fast, make no

statistical assumptions, and can handle data that are represented on different measurement

scales (Pal & Mather, 2003). However, decision trees do have a tendency to over-fit on the

training data (Hastie, Tibshirani, & Friedman, 2002).

2.2.5 Random Forest. To decrease the risk of over- fitting a decision tree, random

forest is often used as an alternative (Hastie et al., 2002). Random forest, also known as random

decision forest, was first developed by Ho (1995) and is a supervised method for classification,

that operates by constructing a collection of decision trees in the training phase and outputs

the class that is the mode of the classes (classification) or mean prediction (regression) of the

individual trees.

2.2.6 Support Vector Machines. Saradhi and Palshikar (2011) used Linear Support

Vector Machine (SVM) in their employee turnover prediction. Linear SVM is a supervised

learning algorithm used for binary classification. An SVM model uses examples as points in
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space, mapped so that the examples of the separate categories are divided by a hyperplane

that is as wide as possible. Originally SVM was intended for binary classification purposes.

However, a version of SVM for regression was proposed by Drucker, Burges, Kaufman, Smola,

and Vapnik (1997).

Sexton, McMurtrey, Michalopoulos, and Smith (2005) used neural networks combined

with a modified genetic algorithm to build a turnover prediction model. This method is called

Neural Network Simultaneous Optimization Algorithm (NNSOA).The NNSOA was shown to

perform well for optimizing a NN while simultaneously eliminating unnecessary weights in the

NN structure during the training process for an employee turnover problem. The NNSOA was

able to predict turnover with an average accuracy of 99.3%.

2.2.7 Neural Network. A Neural network neural networks can consist of one or more

hidden layers of artificial neurons. Traditionally neural networks consisted of only several hidden

layers. However, as a result of advances in hardware, techniques and data, the term deep

learning has emerged (Schmidhuber, 2015). In deep learning, multiple processing layers are

used to learn representations of data with multiple levels of abstraction. Advances in hardware

being GPU-accelerated computing: the use of a graphics processing unit (GPU) together with

a CPU to accelerate deep learning applications. Advances in techniques include better weight

initialization from unsupervised techniques. And with large public datasets are becoming more

common, even more personal data is becoming more widely available. Most machine learning

methods require personal data to be solved more accurately. The data in this study only contains

public data, therefore it will be interesting to see how this influences both the regular machine

learning methods as the deep learning methods. For this study the deep learning library Keras

with a Tensorflow back-end was used, see subsection 3.6 for more details.

3. Method

This section describes the methods and experimental setup for this study, in a way that enables

replication. In subsection 3.1 the terms which are used throughout this thesis will be defined.

A description of the dataset will be provided in subsection 3.2. The pre-processing of the data

will be discussed in section 3.3. In subsection 3.4, the experimental procedure will be explained,

what task was performed, which algorithms were used, which parameters were chosen and why.

The implementation methods will be discussed in section 3.5. In section 3.6, Evaluation criteria,
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the evaluation scheme and error measures will be provided.

3.1 Description of the dataset

For this study, a dataset was provided by the company 8Vance1 in Venlo. The dataset consists

of a large sample of publicly available person profiles that were extracted from the web (about 65

million), containing information about job transitions and associated meta-data. The dataset

is structured and stored in an Apache Cassandra database created by Lakshman and Malik

(2010). Apache Cassandra is an open source distributed database management system and

according to Chebotko, Kashlev, and Lu (2015) it is a leading distributed database of choice

when it comes to big data management.

Subsets of profiles where randomly sampled from the dataset to obtain a training and test

subset. See Figure 1 for a visual representation of how the subsets of the data were created.

The dataset contains Dutch, English and German publicly available person profiles. The profiles

contain information about the employees’ professional experiences. Nominal features that were

measured on a job-level (variables relating to the employment): function type, company name,

industry type, start-date and stop-date. Features that were measured on an individual level

(variables relating to the individual and the total career of that individual): total years worked

and mean job duration (see 3.3 Data pre-processing for more information on how these features

were constructed).

3.2 Data pre-processing

The dataset was already cleaned and pre-processed by the company. There were 5 profiles in

the dataset that reported a total work experience of more than a 60 years, which is considered

highly unlikely, therefore these profiles were omitted from the data. From this dataset a subset

of 10.000 profiles that met specified requirements were selected:

• profiles that contain between two and ten non-current jobs

• all jobs included information about the start-date, stop-date, total years worked and

industry type

• less than 3 months between each job
1www.8vance.com/
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• last job duration at least 6 months

Profiles with between two and ten non-current jobs were sampled as to makes sure free-

lancers were excluded, but at least two observations per person were present so a mean of

previous job durations can be calculated. The second requirement was set to make sure there

was no missing data. Although it is possible to make prediction in a dataset that suffers from

missing data, complete profiles were preferred. The third requirement is based on the fact that

it is of interested that people transition between jobs, and not just quit a job without start-

ing a new one. However, it is not uncommon that people take a period of a few weeks as a

small vacation period between jobs, or finding a new job might take a few weeks. Therefore, a

boundary of less than 3 months was chosen. The last requirement is to make sure that the job

duration of the last non-current job was not too short.

The feature total years worked was created by the company, it is based on the duration of

all jobs, taking into account any overlap that may occur when individuals had more than one

job at the same time. The start-date and stop-date were used to create a new feature of job

duration in years. The job durations in its turn were used to calculate the mean job duration

for all non-current jobs apart form the last non-current job for each individual. The last job

was excluded from this mean so that the last job could be used as an outcome variable.

3.3 Features

As mentioned before Paparrizos et al. (2011) found evidence for industry as an important pre-

dictor for predicting future employers. Therefore, we investigated differences between industries

as a feature for predicting employee turnover. Because there are more than 500 industries in the

dataset, we selected a subset containing people that had jobs in the top 10 most reported in-

dustries. The industries, ranked from highest to lowest frequency: "IT and Services", "Hospital

& Health Care", "Financial Services", "Marketing and Advertising", "Construction", "Education

Management", "Computer Software", "Retail", "Higher Education", and "Banking".

The American Bureau of Labor Statistics reported on the duration of employment rela-

tionships with a single employer for all jobs started from age 18 to age 48 in 1978-2012 (BLS,

2015). According to the U.S. Bureau of Labor Statistics the average person born in the latter

years of the baby boom (1957-1964) held 11.7 jobs from age 18 to age 48. They showed that

the average duration of employment is shorter for people at the beginning of their career, than
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for people at the end of their career. Therefore it is a logical step to take into account how far

along people are within their career, represented by the variable total years worked.

In a study by Khatri, Fern, and Budhwar (2001) it was found that job-hopping attitudes of

employees is one of the most important predictors for employee turnover. Despite the fact that

we do not have information about job-hopping attitudes, we do have information about job-

hopping behavior. We will use the mean job duration of all previous non-current jobs (excluding

the last non-current job) as a proxy for job-hopping behavior. The last non-current job was

excluded because it is the dependent variable in this study.

All three features were used for both the classification and the regression task. Descriptive

statistics for all features except industry can be found in Table 2. Because industry is a nominal

feature, in Table 3 frequencies for every industry in the full subset of a 100.000 profiles (train

and test data) can be found.

3.4 Experimental procedure

Two tasks were performed, a regression and a classification task. The regression task was

performed to predict a continuous outcome: how long (measured in years) a person stayed at

their job. The classification task was performed to predict a categorical outcome: whether

people stay for less or more than two years at their job. We classified individuals into two

categories: a short stay (<2 years) and into a long-stay(>2 years) group based on their non-

current job durations. To improve comprehensibility and because the distribution of mean job

durations is not symmetrical, two years was used as a cut-off point. The cut-off point of two

years is based on the median last job duration for the training data, which is 2.4 years. This

resulted in two balanced groups: 52% long-stay versus 48% short-stay. This in accordance with

the findings of Boockmann and Steffes (2010) who reported that more than 50% of employees

leave within two years. The features used for both tasks are: industry type, total years worked

and mean job duration (excluding the last job).

Based on the literature discussed in the related work, five algorithms were selected for

each task. For the classification task, five classifiers were tested. The classifiers considered are

Logistic Regression, Decision Tree, Random Forest, Naive Bayes, and a Neural network. For the

regression task, five algorithms were tested. The regression algorithms considered are linear re-

gression, Decision Tree, Random Forest, Linear SVM, and a Neural network. Hyperparameters
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were chosen using hyperparameter optimization, which will be discussed in the next subsection.

3.5 Hyperparameter optimization

In the context of machine learning, hyperparameter optimization is "the problem of optimizing

a loss function over a graph-structured configuration space" (J. S. Bergstra, Bardenet, Bengio,

& Kégl, 2011). Practically, hyperparameter optimization can be defined as choosing a set of

hyperparameters for a learning algorithm, usually with the goal of optimizing a measure of the

algorithm’s performance on an independent data set. The best values of hyperparameters are

chosen by minimizing a certain criteria, for example, error classification on a validation set.

A widely used strategy for hyperparameter optimization is a combination of grid search and

manual search (Bardenet, Brendel, Kégl, & Sebag, 2013; Larochelle, Erhan, Courville, Bergstra,

& Bengio, 2007; LeCun, Bottou, Bengio, & Haffner, 1998). However, grid searches suffer from

the curse of dimensionality because the number of possible outcomes grows exponentially with

the number of hyper-parameters (J. Bergstra & Bengio, 2012). The curse of dimensionality

entails that if one has a high-dimensional feature space with each feature having a number of

possible values, an enormous amount of training data is required to ensure that there are several

samples with each combination of values. Manual search is used in this process to decrease the

number of possible hyperparameters by selecting a specified subset of the hyperparameter space

of a learning algorithm. The combination with manual search helps speed up the process, but

manual tuning requires considerable expertise which leads to poor reproducibility.

J. Bergstra and Bengio (2012) proposed random search as an alternative keeping the ad-

vantages of implementation simplicity and reproducibility of pure grid search. J. Bergstra and

Bengio (2012) showed that "random search has all the practical advantages of grid search (con-

ceptual simplicity, ease of implementation, trivial parallelism) and trades a small reduction in

efficiency in low-dimensional spaces for a large improvement in efficiency in high-dimensional

search spaces". Consequently, random search was used for the hyperparameter optimization in

this study.

3.6 Implementation methods

We will evaluate and compare multiple methods based on theory and performance. Analyses will

be conducted mainly in Python, supplementary analyses will be done in R. To implement the

machine learning algorithms (except the Neural Network), Scikit-learn was used (Pedregosa et
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al., 2011). Scikit-learn can be used to implement many well known machine learning algorithms,

while maintaining an easy to-use interface tightly integrated with the Python language.

For the Neural network models a different library a Python deep learning library was

used: Keras (Chollet et al., 2015). Keras allows for easy and fast prototyping, supports both

convolutional networks and recurrent networks, and runs seamlessly on CPU and GPU. Within

Keras a sequential model will be used, which is a linear stack of layers. Keras works on top

of three types of frameworks: TensorFlow, CNTK or Theano. For this study a Tensorflow

backend was used. Tensorflow is an interface for expressing machine learning algorithms, and

an implementation for executing such algorithms (Abadi et al., 2015).

3.7 Evaluation criteria

3.7.1 Evaluation scheme. Training an algorithm and evaluating its statistical perfor-

mance on the same data often leads to over-fitting and as a result an overestimation of perfor-

mance on new data. There are multiple methods that can be used to prevent over-fitting and

get a more realistic performance estimate, including, but not limited to k-fold cross-validation.

Validation is the process of splitting the data into a training and a validation part, were the

training data is used for training and the validation data for evaluation.

Cross-validation is a technique that can be used to assess how well the predictive ability

of an algorithm can be generalized to an independent dataset (Arlot, Celisse, et al., 2010). The

dataset is randomly split into k mutually exclusive subsets (the folds) of approximately equal

size. Each subset is used as the "test" set once, and used to evaluate the model that was fit

using all other subsets as training data. this process is repeated so that all folds are used as

the "test" set once. The cross-validation estimate of accuracy is the overall number of correct

classifications,divided by the number of instances in the dataset.

In a study by Molinaro, Simon, and Pfeiffer (2005), it was shown that for real world datasets

k-fold cross-validation is superior to leave one-out cross-validation and bootstrapping and has

a lower bias with respect to accuracy estimation and model selection. Kohavi et al. (1995)

demonstrated that ten-fold cross-validation is often better, even if the data allows for more

folds. Therefore we will use ten-fold cross-validation as an evaluation scheme. The evaluation

scheme that is used to estimate the accuracy of the models used for this research will therefore

be 10-fold cross-validation.
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3.7.2 Error measures. To evaluate our method, we will split the data into a training

set and test set, using the training set for cross-validation. Based on the cross-validation results,

the best model/models will be selected and the test set will evaluated on performance. For this

procedure an error measure is needed to quantify the performance of the models. The error

measure and baseline method (to which we will compare our method) differ for the different

tasks.

The classification models will be evaluated by predictive accuracy: this refers to the ability

of the model to correctly predict the class label previously unseen data. The accuracy will be

measured as the percentage of examples correctly classified by the classifier. For the classification

task the outcome variable is binary, "1" for people that stayed for less than two years at their

last job, "0" for people that stayed for two or more years. The majority baseline method will

be used as the baseline model for the classification task. Majority baseline is a model were the

majority class is predicted as an outcome for all individuals.

Because there are no studies in the current literature that try to predict job duration using

publicly available professional profiles, it is not possible to use a result from the literature as a

threshold. Consequently, an arbitrary threshold was specified that would be practically relevant

to the dataset owner, a threshold of 90% accuracy was chosen. For companies like the dataset

owner, it is necessary to have such a high accuracy to be effective and appealing to customers

when applied in practice. To illustrate this: we know that if one randomly guesses whether

someone will stay at their current job for more than two years, they have a 52% probability of

guessing it correctly if we just assume everyone leaves within two years. Let us assume that

recruiters have experience and recruitment strategies that help them to identify what individuals

are likely to leave soon, that are better than random guessing (although some might beg the

differ). A model that could benefit recruiters should therefore do more than just perform slightly

above baseline, to convince a recruiter to use a model like the one proposed in this study.

The regression models will evaluated on goodness of fit using the R2 value. The best fitting

model is selected based on a highest R2 value in the cross-validation procedure. The goodness

of fit R2 value, also known as the coefficient of determination, can be defined as the percentage

of variance in the outcome variable that is explained by the model. As a baseline model mean

prediction will be used, for every individual the mean job duration for the training set will

be predicted. Mean prediction automatically leads to a R2 of zero. Because the first research
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question is "Is it possible to predict job transition in individuals using only publicly available

data?", any value for R2 that is not zero indicates that the model explains some variance from

the job duration. Therefore, if R2 is not zero, we can conclude that it is (partially) possible

to predict job transition with publicly available data. The higherR2 the better the predictive

abilities of the model, with one indicating a perfect predictive accuracy.

Because there are no studies in the current literature that try to predict job duration using

publicly available professional profiles, it is not possible to use a result from the literature as

a threshold. Consequently, a threshold was specified that would be practically relevant to the

dataset owner. For a regression model to be practically relevant, a threshold of .80 for the R2

was chosen.

Because there are no studies in the current literature that try to predict job duration using

publicly available professional profiles, it is not possible to use a result from the literature as a

threshold. Consequently, an arbitrary threshold was specified that would be practically relevant

to the dataset owner, a threshold of .80 for the R2 was chosen. For companies like the dataset

owner, it is necessary to have such a high R2 to be effective and appealing to customers when

applied in practice. However, it is lower than the threshold for the classification task, since

means in the case of regression it is hard to exactly make a perfect prediction for every instance

and small errors are generally acceptable. To illustrate this: Let us assume we have an average

person with a job duration which is exactly equal to the mean job duration: 2.41 years. If a

prediction is made with 80% accuracy, it means there predicted job duration is expected to be

somewhere between 1.93 years and 2.89 years. This a difference of half a year more or less,

which could be relevant for effective recruitment.

4. Results

In subsection 4.1 results from the differences between industries will be investigated discussed.

Results from the classification task will be discussed in section 4.2, and the results from the

regression task will be discussed in section 4.3.

4.1 Feature selection

It is only relevant to investigate industry as a feature in the model, if there are differences in

job durations between different industries. An Analysis of Variance (ANOVA) was performed

to investigate whether people in different industries on average have a different job duration.
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The ANOVA showed that the effect of industry on the duration of employment was significant,

F(9,25964) = 22.72, p < .001, indicating differences in job durations between industries. Post-hoc

comparisons using the Tukey Honest significant Differences (HSD) test showed 17 significant

differences in means between industries (p < .05), out of a total of 45 post-hoc comparisons.

For example, there was a difference in mean job duration between the Banking industry and

the IT and Services industry, with (p < .001). Because so many post hoc comparisons were

performed, a visual representation of the differences in mean job durations between industries

can be found in 2. For a complete overview of all post hoc results, see the Appendix.

Secondly, for all three potential predictors (industry, years worked and mean previous job

duration) separate models were made based on the training data and using cross-validation,

to asses which features can be used to predict job duration. Results of these analyses can be

found in Table 4 for the classification task and table 5 for the regression task. In contrast with

what was reported in the literature, industry does not show any predictive ability and scores

around baseline. Years worked and mean previous job duration both do show predictive ability.

Therefore, these last two features were selected for the classification and the regression models.

4.2 Classification results

To investigate if it is possible to predict job duration using external features, five classifiers

were tested using the two selected features. As a baseline model the majority baseline of the

outcome variable in the training data was used. In the majority baseline model, the majority

class, "short-stay" is assigned as an outcome for all individuals. Therefore baseline model has

an accuracy of .52, as reported before 52% of the people stayed at their job for less than 2 years.

Results of the classification task can be found in Table 6. Included in the table are the

hyperparameters that were selected during the hyperparameter optimization. As can be seen,

all classification algorithms perform better than baseline in cross-validation. This indicates

that it is possible to (partially) predict job duration using only external features. Choosing the

best model is difficult, because the performances of all algorithms do not statistically differ.

Because of equal performance in the cross-validation, training time was considered. However,

training times did not differ much between the models, making it impossible to select a truly

"best" model, so no specific model was selected. To check how well the models generalize to

new data, models were also applied to the test data. This yielded a result equal to that of
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the cross-validation performance, which indicates that the models generalizes well to new data.

However, the performance of these models is not very practically relevant, since the threshold

was set at 90% accuracy.

Since the models had performance scores very close to one another, a correlation matrix

of the test predictions was made to see how often the models with similar performances make

the same predictions. These correlations are based on the prediction made on the test data.

As can be seen in Table 7 The Decision Tree and Random Forest model correlate for 99%, this

means that 99% of the predictions are the same. All other models show overlap significantly

higher than expected by chance. This explains why they have similar performances, they often

make the same predictions.

4.3 Regression results

To investigate if it is possible to predict job duration using external features, seven algorithms

were tested using a feature vector including continuous and binary dummy features. The base-

line model uses the mean of the outcome variable: the duration of each job, which has a mean

of 2.41 years. The baseline model has, by definition, an R2 of 0.

Results of the regression task can be found in Table 8. As can be seen, all regression

algorithms perform better than baseline in the cross-validation. This indicates that it is pos-

sible to (partially) predict job duration using only external features. All the models had a

similar performance, subsequently all models were applied to the test data for comparison pur-

poses. Selecting a model based on training time was difficult, since training times did not differ

greatly. As can be seen in the table, all models only showed minor differences between the

cross-validation and test performance indicating that all models generalize well on new data.

However, the performance of all models is not practically relevant, since the threshold was set

at 75% explained variance.

In accordance with the classification task, the regression models also had performance

scores very close to one another, a correlation matrix of the predictions for the test data was

made to see how often the models with similar performances make the same predictions. As can

be seen in Table 9, surprisingly the Linear regression and the Neural Network correlate for 98%,

this means that 98% of the predictions are the same. All other models show overlap significantly

higher than expected by chance. This explains why they have similar performances, they often
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make the same predictions.

5. Discussion and conclusions

In this section a general discussion of the research will be accompanied by recommendations for

further research. In Subsection 5.1 the results of section 4 will be discussed and interpreted. In

Subsection 5.2 suggestions for future research will be given. Lastly, a short conclusion will be

presented in subsection 5.3.

5.1 Interpretation of results

The main goal of this study was to create a predictive model for job transition of individuals

using only publicly available information. Machine learning algorithms were used to model and

evaluate the expected duration of employment.

All classifiers performed similar and better than the baseline, the training times did not

differ greatly. Therefore it was not possible to select the best model for this classification task.

Similarly, for the regression task performance was roughly equal and better than the baseline,

and the training times did not differ greatly. All models were therefore also applied to the

test data for comparison, these models all had a test performance close to the cross-validation

performance. Unfortunately performance was still not good enough to be practically relevant

for both classification and regression.

It was surprising that all models for both tasks had very similar performances. This is

possible related to the fact that none of them had a very good performance, performing just

above baseline. The models showed high correlations with one another, with a correlation

between .84 and .99. The performance of the two features, years worked and mean job duration

did not perform much better than the model with only mean job duration. This could indicate

that both variables explain the same variance in the outcome variable.

Although the results show that it is possible to predict job duration classification better

than baseline, only 2/3 of the predictions were correct, leaving 1/3 of predictions incorrect.

The regression model yielded similar results, only a small improvement from baseline that is

not practically relevant. This might be explained by the fact that the dataset only consisted

of publicly available external data. When an individual decides whether to stay or leave a job,

many factors play a role. In a later review of the literature on employee turnover Ongori (2007)

reported four different types of factors: organization-wide factors, immediate work environment
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factors, job-related factors, personal factors. In the current study only job-related factors were

taken into account. In a meta-analysis on employee-turnover byGriffeth et al. (2000), it was

discovered that internal information were the most dominant predictors of employee-turnover,

this includes features such as job satisfaction, organizational commitment,job search, compari-

son of alternatives, withdrawal cognitions, and quit intentions with regards to the current job.

This study did not take into account any of these features, because this information was not

publicly available. A possible solution for this might be to combine publicly available data with

internal data.

The fact that all models performed similary and had similar training times, made it im-

possible to objectively select the best classifier for either task. A limitation of the classification

is that a continuous variable, duration in years, was dichotomized to a binary variable repre-

senting shortstay (<2 years) and longstay (>2 years). Fedorov, Mannino, and Zhang (2009)

demonstrated that a consequence of dichotomizing a continuous variable is a loss of information.

However, most literature on employee turnover makes use of classification and not regression

methods. Therefore it was decided to follow the existing research methodology and use a clas-

sification model and compare this with a regression model. Generally the models show very

similar results.

5.2 Suggestions for future research

With the knowledge obtained through this study, other researchers could be inspired to use

publicly available data as well. An important suggestion for future research is to try and

combine different data sources to gain more insight into employee turnover. Ideally, one would

combine data relating to all the four factors reported by Ongori (2007): organization-wide

factors, immediate work environment factors, job-related factors, personal factors.

For the sake of workability this study has focused on the top 10 most reported industries.

these ten industries showed only small differences in distributions of job durations. It might be

interesting for future research to include more industries and to investigate differences between

these industries.

Another suggestion for future research is to investigate the relationships between self-

reported functions types and skills. Using the professional skills that are often provided in

publicly available professional profiles it might be possible to predict what type of function an
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individual is eligible for. Or it might be possible to specify what skills one needs to develop to

obtain a certain function.

A practical application a predictive model like the one in this study might be useful for a

variety of recruitment platforms. An example of this is that it could complement the Automatic

Intelligent Matching Agent (AIMA) from 8vance, the company that provided the dataset. AIMA

is a virtual career and recruitment assistant for job mobility and talent acquisition. For recruiters

and hiring companies it is very relevant to know which candidates are likely to switch jobs. For

individuals it might be insightful to know when people with similar career profiles change jobs,

and when they should consider doing so themselves. To do this the platforms might need

to improve the current model, for example by adding self-reported data related the factors

mentioned by Ongori (2007): organization-wide factors, immediate work environment factors,

job-related factors, personal factors.

5.3 Conclusions

In this section the research questions and the answers that were found will be discussed. The

first research question is:

RQ1: Is it possible to predict job transition in individuals using only publicly available data?

The answer to this question is: Yes, it is possible to predict which individuals are likely to

switch jobs using only publicly available data. Both the classification and regression models

performed better than baseline in the cross-validation. The classification models improved the

prediction to 67% accuracy, with a baseline of 52% accuracy. The regression models improved

the baseline model, they explain around 25% of the variance in the test data, as opposed to a

baseline of 0%.

Because the answer to research question 1 was not no, a second research question could be

answered:

RQ2: What is the best model to predict which individuals are likely to switch jobs using only

publicly available data?

The classification models all performed above baseline, all models had a very similar performance

around 67%. The regression models also performed better than baseline, they all predicted some

variance of the job duration, around 25%. Training times did not differ significantly between
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different models for both task, consequently it was impossible to select the best model and

answer research question one.

It can be concluded that this is an interesting lead for further research. If this model

can developed further and improved, it might be very relevant for practical as well as scientific

applications in the field of HR.
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Appendix

Table 1

Post-hoc Tukey test results: mean difference, Left and right bound of the 95% confidence

interval, p value

Difference Left bound Right bound p

Hospital & Health Care-IT and Services 0.164 -0.005 0.334 0.067

Financial Services-IT and Services 0.108 -0.021 0.237 0.192

Marketing and Advertising-IT and Services -0.519 -0.719 -0.319 <.001

Construction-IT and Services 0.043 -0.185 0.272 1

Education Management-IT and Services 0.052 -0.273 0.376 1

Computer Software-IT and Services -0.022 -0.196 0.152 1

Retail-IT and Services -0.204 -0.344 -0.063 <.001

Higher Education-IT and Services 0.118 -0.078 0.314 0.665

Banking-IT and Services 0.212 0.091 0.334 <.001

Financial Services-Hospital & Health Care -0.057 -0.231 0.118 0.991

Marketing and Advertising-Hospital & Health Care -0.684 -0.916 -0.452 <.001

Construction-Hospital & Health Care -0.121 -0.378 0.135 0.895

Education Management-Hospital & Health Care -0.113 -0.458 0.232 0.99

Computer Software-Hospital & Health Care -0.187 -0.396 0.023 0.131

Retail-Hospital & Health Care -0.368 -0.551 -0.185 <.001

Higher Education-Hospital & Health Care -0.046 -0.275 0.182 1

Continued on next page
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Table 1 – continued from previous page

Difference Left bound Right bound p

Banking-Hospital & Health Care 0.048 -0.121 0.217 0.997

Marketing and Advertising-Financial Services -0.627 -0.831 -0.424 <.001

Construction-Financial Services -0.065 -0.296 0.167 0.997

Education Management-Financial Services -0.056 -0.383 0.27 1

Computer Software-Financial Services -0.13 -0.308 0.048 0.379

Retail-Financial Services -0.312 -0.457 -0.166 <.001

Higher Education-Financial Services 0.01 -0.19 0.21 1

Banking-Financial Services 0.104 -0.023 0.232 0.218

Construction-Marketing and Advertising 0.563 0.285 0.84 <.001

Education Management-Marketing and Advertising 0.571 0.21 0.932 <.001

Computer Software-Marketing and Advertising 0.497 0.263 0.732 <.001

Retail-Marketing and Advertising 0.315 0.104 0.527 <.001

Higher Education-Marketing and Advertising 0.637 0.386 0.889 <.001

Banking-Marketing and Advertising 0.732 0.532 0.931 <.001

Education Management-Construction 0.008 -0.369 0.385 1

Computer Software-Construction -0.065 -0.324 0.194 0.999

Retail-Construction -0.247 -0.485 -0.009 0.034

Higher Education-Construction 0.075 -0.2 0.349 0.998

Banking-Construction 0.169 -0.058 0.396 0.355

Computer Software-Education Management -0.074 -0.42 0.273 1

Retail-Education Management -0.256 -0.587 0.076 0.302

Higher Education-Education Management 0.066 -0.292 0.425 1

Banking-Education Management 0.161 -0.163 0.484 0.862

Retail-Computer Software -0.182 -0.368 0.005 0.063

Higher Education-Computer Software 0.14 -0.091 0.371 0.658

Banking-Computer Software 0.234 0.062 0.407 0.001

Higher Education-Retail 0.322 0.114 0.529 <.001

Banking-Retail 0.416 0.277 0.555 <.001

Continued on next page
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Table 1 – continued from previous page

Difference Left bound Right bound p

Banking-Higher Education 0.094 -0.101 0.289 0.88
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Table 2

Descriptive statistics for all continuous features and outcome variables for both classification

and regression

Minimum Maximum Mean SD

Working years 2.01 50.0 16.64 7.46

Mean job duration .09 17.77 2.25 1.52

Last job duration (Regression ) .50 27.77 2.41 2.01

Last job duration (Classification) 0 1 .52 .50
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Table 3

Frequency table of industry type of the last job

Frequency

Information Technology and Services 19037

Hospital & Health Care 13091

Financial Services 10206

Marketing and Advertising 9710

Construction 9606

Education Management 8361

Computer Software 8038

Retail 7729

Higher Education 7203

Banking 7019
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Table 4

Feature based classification models

Accuracy

Industry Years worked Mean job duration

Logistic Regression .53 .63 .65

Decision Tree .53 .63 .67

Random Forest .53 .63 .67

Naive Bayes .51 .62 .62

Neural network .52 .63 .66
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Table 5

Feature based regression models

R2

Industry Years worked Mean job duration

Linear Regression .01 .16 .22

Decision Tree .01 .16 .22

Random Forest .01 .16 .21

Linear SVR .01 .15 .22

Neural network .01 .16 .22
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Table 6

The predictive accuracy of the classification algorithms

Accuracy

Model Parameters Cross-validation Test Training time (s)

Majority Baseline - .52 .50 -

Logistic Regression
penalty = "L2"

solver = "liblinear"
.66 .66 .20

Decision Tree min_samples_split: 7

max_depth: 3

min_samples_leaf’ 4

max_features: 5

.65 .65 .01

Random Forest n_estimators: 3

min_samples_split: 9

max_depth: 3

min_samples_leaf: 8

max_features: 9

.67 .66 3.85

Naive Bayes - .64 .64 .01

.52 .01

Neural Network activation=’tanh’

optimizer = "Adam"

loss=’categorical_crossentropy’

n_hidden_layers= 2

epochs = 2

.67 .67 2.08*

Note. *Please note that the Neural Network training time strongly depends on the amount of

epochs. For the classification 2 epochs were used, at that point the loss of the model stabilized.
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Table 7

Correlation matrix of all classification models

Log regression Decision tree Random Forest Naive Bayes Neural network

Logistic Regression 1

Decision Tree .85 1

Random Forest .84 .99 1

Naive Bayes .91 .78 .78 1

Neural network .93 .87 .87 .86 1
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Table 8

Results of the regression task

R2

Model Parameters Cross-validation Test Training time (s)

Baseline - 0 .0 -

Linear regression fit_intercept: True .24 .22 .01

Decision Tree min_samples_leaf: 6

min_samples_split: 8

max_depth: 3

max_features: 9

.23 .21 .01

Random Forest n_estimators: 4

min_samples_split: 6

max_features: 6

min_samples_leaf: 7

max_depth: 5

.23 .21 .03

Linear SVR epsilon: 0.07514395715986755

loss: squared_epsilon_insensitive

.24 .22 0.85

Neural Network activation=’tanh’

optimizer = "Adam"

loss=’categorical_crossentropy’

n_hidden_layers= 2

epochs = 10

.25 .22 10.45*

Note. *Please note that the Neural Network training time strongly depends on the amount of

epochs. For the regression 10 epochs were used, at that point the loss of the model stabilized.
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Table 9

Correlation matrix of all regression models

Linear regression Decision tree Random Forest Linear SVR Neural network

Linear Regression 1

Decision Tree .88 1

Random Forest .84 .91 1

Linear SVR .94 .81 .87 1

Neural network .98 .84 .91 .93 1
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Figure 1 . Flowchart describing how the subset of the data was selected
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Figure 2 . Density plot of the mean job duration (years) for the different industries


