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1. Introduction 

 

 The increasing use of online services by children and the constant development of these services 

pose new safety and privacy risks. Such risks include, amongst others, safety risks like cyberharassment, 

cyberbullying, grooming, “sexting”, misuse of personal data, privacy-invasive commercial practices such as 

online profiling, behavioural monitoring and tracking. Future technological developments are likely to 

aggravate these risks and related harms. Policy makers, privacy advocates and parents are scrambling to 

deal with these new online developments and mitigate the risks in order to protect increasingly connected, 

ever younger children. Recently there has been a significant increase in attention and regulation focused on 

child safety and privacy issues online in the European Union (EU).
1
 It appears poised to step up regulatory 

activity on this front through the modernisation of the EU data protection directive, which intends to bring 

data protection law up to speed with (the threats posed by) technological development.
2
 Similar 

developments are reflected in the policy agenda across the Atlantic. The US Children’s Online Privacy 

Protection Act (COPPA) is under revision and special initiatives, like the Do Not Track Kids Act 2011
3
 and 

“Eraser Button”
4
, are considered in order to improve children’s online privacy protection.

5
 Besides legislative 

approach, other forms of regulation, such as self- and co-regulation, technical tools, awareness and 

education are more and more often included into the policy mix. 

 This paper examines the current regulatory framework on international and EU levels. In particular, 

the focus is placed on exploring whether there is a tendency to address child privacy online in a manner 

appropriate to the specificity and vulnerability of the individuals at risk and which regulatory instruments (law, 

norms, market, or technology) appear to be favoured by regulators.  

 

1.1 Aim of the paper 

 The aim of this paper is to analyse the current regulatory framework. This paper does not aim to 

present an exhaustive overview or a full representative synthesis of the existing regulatory instruments. The 

selected regulatory tools are mentioned here because they give the opportunity to reflect on the trends and 

priorities and the variety of approaches chosen by regulators to address the problem of children protection 

online. 

 The issue of the efficiency of the current regulation and its adequacy to address current privacy, 

contact and commercial risks remains outside the scope. It will hopefully become a subject of a further PhD 

research project of the author.  

 

                                                 
1
 Commission Communication on a “Better Internet for Children” (2.05.2012), at http://eur-

lex.europa.eu/LexUriServ/LexUriServ.do?uri=COM:2012:0196:FIN:EN:PDF. Coalition to make the Internet a better place for kids, 
Statement of purpose, at: http://ec.europa.eu/information_society/activities/sip/docs/ceo_coalition/ceo_coalition_statement.pdf 
Proposal for a Regulation of the European Parliament and of the Council on the protection of individuals with regard to the processing of 
personal data and on the free movement of such data (General Data Protection Regulation), COM (2012) 11 final, available at 
http://ec.europa.eu/justice/data-protection/document/review2012/com_2012_11_en.pdf 
2
European Commission. 2010. Communication from the Commission to the European Parliament, the Council, the Economic and Social 

Committee and the Committee of the Regions, A comprehensive approach on personal data protection in the European Union, 4 
November 2010, COM (2010) 609 final 
3
 Markey. E. 2011. A Bill To amend the Children’s Online Privacy Protection Act of 1998. At 

http://markey.house.gov/docs/dntk_legislation.pdf 
4
 Ibid. 

5
 Thierer, A. 2011. Kids, Privacy, Free Speech & the Internet- Finding the Right Balance. Working paper. At 

http://mercatus.org/sites/default/files/publication/Kids_Privacy_Free_Speech_and_the_Internet_Thierer_WP32.pdf boyd d., U. Gasser, 

http://eur-lex.europa.eu/LexUriServ/LexUriServ.do?uri=COM:2012:0196:FIN:EN:PDF
http://eur-lex.europa.eu/LexUriServ/LexUriServ.do?uri=COM:2012:0196:FIN:EN:PDF
http://ec.europa.eu/information_society/activities/sip/docs/ceo_coalition/ceo_coalition_statement.pdf
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1.2 Theoretical embedding 

 

 This paper draws upon the main internet governance and technology regulation theories.
6
 In 

particular, it is based on Lessig’s idea that human behaviour can be regulated through four constraints, i.e., 

four different regulatory modalities.
7
 These modalities are: the law, social norms, the market, and code or 

architecture.
8
 This paper analyses which of these four modalities are present in the current regulatory 

framework and how they interact. In Lessig’s words, it explores how the “net regulation” in the selected area 

is achieved “through the sum of the regulatory effects of the four modalities together” and how policy makers 

trade off among the four regulatory tools.
9
 

 The first modality, law, in this paper is interpreted in a broad sense. It embraces both command-and-

control regulation and self-regulation. The concept of ‘command-and-control’ regulation may be equally 

called legislation, centred regulation, statutory legislation.
10

 It indicates that “a public authority gaining its 

legitimacy from the political process issues orders to companies or individuals requiring them to meet public 

policy goals; the implication is that these orders are obeyed”.
11

 Self-regulation, in contrary, is understood as 

an alternative way to regulation by means of legislative acts.
12

 For the purpose of this paper, self-regulation 

is defined as “the possibility for economic operators, social partners, non-governmental organisations or 

associations to adopt amongst themselves and for themselves guidelines at European level (particularly 

codes of practise or sectoral agreements)”.
13

 It is constituted of self-rule-making, self-jurisdiction and 

bindingness of rules, as well as self-enforcement through monitoring and supervision.
14

 It should be 

acknowledged, though, that it could be claimed that self-regulation is a distinct constrain or modality, due to 

its major differences from command-and-control regulation in terms of legitimacy, regulating actors, 

effectiveness, and sanctioning. However, as the prevalent form of self-regulation in the ICT sector is co-

regulation, the role of legislator is much more important in this area and, therefore, self-regulation will be 

included under the first regulatory modality. In this paper co-regulation is understood as “a kind of policy 

making with open negotiations between interested parties about the nature, the extent, and the seriousness 

                                                                                                                                                                  
J. Palfrey. 2010. How the COPPA, as Implemented, Is Misinterpreted by the Public: A Research Perspective. The Berkman Center for 
Internet & Society Research Publication Series. At http://cyber.law.harvard.edu/publications 
6
  Lessig. L. 1999. The Law of the Horse: What Cyberlaw Might Teach. 113 Harvard Law Review. Lessig, L. 1999. Code and other 

laws of cyberspace, New York, Basic books. Murray. A. 2006. The Regulation of Cyberspace: Control in the Online Environment, 
Routledge-Cavendish. 1 edition; Bonnici. M. G. P. 2008. Self-Regulation in Cyberspace (Information Technology and Law). Asser 
Press. 1st Edition; Brownsword. R. 2008. Rights, Regulation, and the Technological Revolution. Oxford: Oxford University Press. 
Koops B.J. et al. (eds). 2006. Starting Points for ICT Regulation: Deconstructing Prevalent Policy One-liners. Information Technology & 
Law Series. Vol. 9. Asser Press. Levi-Faur, David (ed.). 2012. Handbook on the Politics of Regulation, Edward Elgar Publishing. 
Baldwin, R., Scott, C. and Hood, C. (eds.) 1998. A Reader on Regulation: Oxford Readings in Socio-Legal Studies, Oxford: Oxford 
University Press. Black, J. 2001.”Decentring regulation: The role of regulation and self regulation in a “Post Regulatory” world”, Current 
Legal Problems 54: 103-146. Morgan, Bronwen and Yeung Karen. 2007. An Introduction to Law and Regulation: Text and Materials, 
Cambridge University Press. Ayres, Ian and Braithwaite, John.  1992. Responsive regulation: transcending the deregulation debate, 
Oxford, Oxford University Press. Braitwaite, John. 2002. Restorative justice and responsive regulation, Oxford, Oxford University 
Press. 
7
 Lessig. L. 1999. The Law of the Horse: What Cyberlaw Might Teach. 113 Harvard Law Review, pp. 507-514; and  Lessig, L. 1999. 

Code and other laws of cyberspace, New York, Basic books, Chapter 7. 
8
 Murray and Scott have elaborated on these four modalities, reclassifying them accordingly as hierarachy, community, competition, and 

design.
8
 See Andrew Muray and Collin Scott, „Controlling the New Media: Hybrid Responses to New Forms of Power“, 2002, 65 Modern 

Law Review, 491. See too Murray. A. 2007. The Regulation of Cyberspace. Routledge-Cavendish. 
9
 Lessig. L. 1999. The Law of the Horse: What Cyberlaw Might Teach. 113 Harvard Law Review, pp. 507-514; 

10 
Bert-Jaap Koops et al. (eds). 2006. Starting Points for ICT Regulation: Deconstructing Prevalent Policy One-liners. Information 

Technology & Law Series. Vol. 9. Asser Press, p. 120 
11

 Tony Prosser, Self-regulation, Co-regulation and the Audio-Visual Media Services Directive, Journal of Consumer Policy, 2008, vol. 
31, issue 1, p. 100. 
12

 Bert-Jaap Koops et al. (eds). 2006. Starting Points for ICT Regulation: Deconstructing Prevalent Policy One-liners. Information 
Technology & Law Series. Vol. 9. Asser Press, p. 109. 
13

 Interinstitutional agreement on better law-making, 2003/C 321/01,  OJ C 321, 31.12.2003, Recital 22. 
14

 Idid., 120. 
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of certain problems and the directions and options for solutions”.
15

 It focuses on the cooperation between the 

private and public sectors, and refers to a mix of self-regulatory and regulatory solutions. 

 The second regulatory modality, social norms, is explained by Lessig as a “constrain through the 

stigma that a community imposes”.
16

 Such stigma, for example, may be created by the government through 

funding of public education or awareness campaigns, netiquette online, etc. 

 The third modality, market, constrains human behaviour through law regulating the market, e.g. 

providing subsidies to private companies, to provide incentives for certain type of behaviour via reduced 

rates or other financial means. 

 The fourth modality, code or architecture, refers to regulation by technology or techno-regulation.
17

 

Code, e.g. hardware or software, can embed certain features or values, as well as prohibit or make certain 

values impossible.
18

 Defined as the use of technology to shape people’s behavior, techno-regulation plays 

an increasingly important role in the internet governance.
19

 Although technology by itself may constitute 

regulation
20

, in the area of children’s protection most often it is a part of a wider regulatory strategy.
21

  

 Given the above-mentioned classification, the current regulatory framework on children’s privacy 

online will be discussed as indicated in the following table. 

 

Table 1 – Regulatory framework according to four regulatory modalities 

Law  
 

Social norms Market Code 
 

Command-and-
control 

Self-regulation 

- International 
treaties  

 
- Charter of 

Fundamental 
Rights of the 
European Union 

 
- Directive 

95/46/EC 
 
- Directive 

2002/58/EC 
 
- Proposal for a 

General Data 
Protection 
Regulation, 
COM (2012) 11 
final 

- Safer Social 
Networking 
Principles for the 
EU 

 
- FEDMA code of 

conduct and its 
online marketing 
Annex 

 

- Safer Internet 
Programme 
(awareness raising) 

 
- European Strategy for 

a Better Internet for 
Children (education, 
empowerment, digital 
literacy) 

 

- - European Strategy for 
a Better Internet for 
Children (parental 
controls, privacy 
settings, age ratings, 
reporting tools, 
hotlines) 

 
- Coalition to make a 

better and safer 
internet for children 
(tools to report 
harmful content and 
contact, age-
appropriate privacy 
settings, content 
classification, parental 
controls, tools to take 
down of child abuse 
material). 

 

                                                 
15

 Bert-Jaap Koops et al. (eds). 2006. Starting Points for ICT Regulation: Deconstructing Prevalent Policy One-liners. Information 
Technology & Law Series. Vol. 9. Asser Press, p. 122. 
16

 Lessig, L. 1999. Code and other laws of cyberspace, New York, Basic books, p. 88. 
17

 Roger Brownsword, Karen Yeung (eds), Regulating Technologies: Legal Futures, Regulatory Frames and Technological Fixes,  
Oxford, Hart Publishing, 2008, p. 7. 
18

 Lessig, L. 1999. Code and other laws of cyberspace, New York, Basic books, p. 89. 
19

 Bert-Jaap Koops, The (In)Flexibility of Techno-regulation and the Case of Purpose Binding, Legisprudence, Vol. 5, No. 2, p. 174. 
20

 Lessig Lawrence, The Code is the Law, The Industry Standard, 9 April 1999, at: 
http://www.lessig.org/content/standard/0,1902,4165,00.html. 
21

 Eva Lievens, Protecting Children in the Digital Era: The Use of Alternative Regulatory Instruments, Martinus Nijhoff Publishers, 
Leiden/Boston, 2010, pp.231-232. 
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1.3 Structure of the paper 

 

 The paper is structured in the following way. Based on empirical research, Section 2 of the paper 

summarizes the online child safety and privacy risks, and explains the relationship between them. Section 3 

discusses the right of children to privacy by examining its history, current interpretation of the right in 

international law and development in relevant case law of the European Court of Human rights (ECHR). 

Section 4 reviews regulatory developments in the EU and discusses the types of chosen regulation and how 

they will affect the future development of children’s privacy online. Section 5 looks into the EU self-regulatory 

efforts, and Sections 6 and 7 accordingly explore these efforts under the remaining regulatory modalities, 

namely social norms, market and code (or architecture). Section 8 draws final conclusions dealing with the 

above-mentioned aims of the paper, i.e., the section discusses whether the current regulatory framework 

addresses specifically child privacy online issues and through which regulatory instruments. 

 

2. Setting the stage: online child safety and privacy  

 

Current youths are characterised as ‘digital natives’
22

 or the ‘Net generation’
23

 due to their immersion 

in ICT and extensive usage of digital tools. Digital natives are claimed to live more and more online and to be 

constantly connected.
24

 Recent research demonstrates that internet is completely embedded in youth’s daily 

lives: 93% of 9-16 year olds go online at least weekly and 60% almost every day. The age of internet users is 

becoming ever younger. On average, European children start using the internet when they are seven.
25

 The 

range of their online activities is wide, from the use of the internet for school work (85%), to generating 

internet content (76%), communicating online (62%).
26

  

Next to advantages of socialisation, convenience, and fun, there are also concerns about the safety 

and privacy, as they increase online risks and victimisation of youths in a number of ways.
27

 In the framework 

of this paper, three groups of risks are relevant: privacy risks, contact risks and commercial risks. Most of 

these risks impact individuals more generally, but there are particular concerns about children as internet 

users. Children are often more easily misled and less proficient in seeing through (potentially) awkward and 

perilous situations. Moreover, particularly during adolescence, risk-taking behaviour increases and, hence, 

so do online risks.
28

  

 

 

 

                                                 
22

  Prenksy, M. 2001. Digital Natives, Digital Immigrants. On the Horizon, 9, 5, 1–6. 
23

  Tapscott, D. 1998. Growing up digital: the rise of the Net generation. New York: McGraw-Hill. 
24

 Van Kokswijk describes this constant interconnection between the online and offline worlds as “interreality”, defining this concept as a 
“mix of the virtual and physical realities into a hybrid total experience”. Cf. Van Kokswijk, J. 2007. Digital Ego: Social and Legal Aspects 
of Virtual Identity. Delft: Eburon Uitgeverij. p. 40. 
25

 Livingstone, S., Haddon, L., Görzig, A., and Ólafsson, K. 2011. Risks and safety on the internet: The perspective of European 
children. Full Findings. LSE, London: EU Kids Online. 
26

 Livingstone, S., Haddon, L., Görzig, A., and Ólafsson, K. (2011). Risks and safety on the internet: The perspective of European 
children. Full Findings. LSE, London: EU Kids Online. 
27

 Livingstone, Sonia and Haddon, Leslie and Görzig, Anke, eds. (2012) Children, risk and safety on the internet: research and policy 
challenges in comparative perspective. Policy Press, Bristol.  
28

    Livingstone. S. 2009. Children and the Internet: Great Expectations, Challenging Realities. Cambridge: Polity;  
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2.1 Contact risks 

Recent research indicates that the main risks pertaining to children’s safety as internet users are 

contact risks, i.e. when the child participates or creates a risky online interaction.
 29

 These risks can, amongst 

others, be identity theft, fraud, cyberharassment, cyberbullying, grooming, and “sexting”. For example, EU 

Kids Online survey demonstrated that 30% of 9-16 year old Europeans communicated with strangers online 

(a phenomenon which may easily lead to cyberharassment), 6% of 9-16 year olds were victims of 

cyberbullying, 15% of children aged 11-16 have seen or received sexual messages online.
30

 Recent 

research in the US showed that child identity theft is much more prevalent than adult identity theft. In 2011, 

children were targeted by identity thieves 35 times more often than adults.
31

  

Cyberharassment seems to be the most widespread contact risk encountered by children on the 

internet. Accordingly, it is a growing area of concern for EU policy makers. The latest Safer Internet 

Programme,
32

 for example, particularly focuses on harmful online conduct, such as cyberbullying and 

grooming. 

Cyberharassment may vary from intimidation, embarrassment and humiliation to serious threat and 

harm. One form of harassment is cyberbullying, which in essence, means “psychologically devastating form 

of social cruelty among adolescents” experienced via the means of electronic media and ICT.
33

 The content 

of cyberbullying includes aggressive harassment and threats related to physical, sexual violence or 

dissemination of humiliating statements to others, often based on a power imbalance between the bully and 

the bullied.
34

 In can be a form of technological attack on a bullied person, such as hacking into his e-mail 

account, online profile or blog, sending of offending messages in his name, or creation of a defamatory 

internet website.
35

 Not less frequent practise of cyber-bullying is dissemination of personal information or 

video clips of a bullied person without his consent. Another phenomenon of this type, ironically called as 

“happy slapping”, refers to recording of a physical attack (most often via mobile devices) and uploading the 

video online.
36

 Another form of cyberbullying is called “flaming”, denoting an intense and aggressive dispute 

via e-mail or instant messages. Most of the time cyber-bullying is a form of violence inflicted on minors by 

                                                                                                                                                                  
Hope. A. 2007. Risk-taking, boundary-performance and intentional school internet 'misuse.' Discourse: studies in the cultural politics of 
education, 28(1), pp. 87-99. 
29

 Hasebrink, U., Livingstone, S., Haddon, L. (2008) Comparing children’s online opportunities and risks across Europe: Cross-national 
comparisons for EU Kids  Online. London: EU Kids Online (Deliverable D3.2) available at: 
http://www.gobernanzainternet.es/doc/archivos/EUKidsOnlineFindings.pdf Livingstone, Sonia and Hasebrink, Uwe and Garitaonandia, 
Carmelo and Garmendia, Maialen  (2008) Comparing online risks faced by European children: reflections on youthful Internet use in  
Britain, Germany and Spain. Quaderns del CAC, 31-32 . pp. 95-10 
30

 Ibid. 
31

 Jamie May, Chief Investigator, AllClear ID, Report 2012, Child Identity Theft Identity Thieves Target Young Children: What Parents 
Need to Know to Protect their Kids, at https://www.allclearid.com/assets/docs/ChildIDTheftReport2012.pdf  
32

 See: 
http://ec.europa.eu/information_society/activities/sip/policy/programme/current_prog/index_en.htm 
33

 Shaheen Shariff and Dianne L. Hoff, “Cyber bullying: Clarifying Legal Boundaries for School Supervision in Cyberspace”, International 
Journal of Cyber Criminology, 2007, 1 (76). 
34

 Millwood Hargrave, A. 2009. "Protecting children from harmful content". Report prepared for the Council of Europe’s Group of 
Specialists on Human Rights in the Information Society. Available at www.coe.int/t/dghl/standardsetting/media/Doc/H-
Inf(2009)13_en.pdf, p. 8 
35

 Shaheen Shariff and Dianne L. Hoff, note 33, p. 38. 
36

 Notorious recent cases of this type are: stories of an American student Tyler Clementi, 16 years old Canadian girl, and an autistic 
Italian boy. Clementi was secretly filmed having sex with a man by his course mates and the video was broadcasted  on the internet. 
Due to this incident, he committed suicide. Cf. Laura Trevelyan, “Shock at student's suicide over sex video”, BBC News, 4 October 
2010, at http://www.bbc.co.uk/news/world-us-canada-11464617.  
In 2010, a Canadian girl was allegedly drugged and raped by a group of teenagers during a party. Another participant took pictures of 
the incident and disseminated them on Facebook.  The photos were viewed, shared and reposted numerous times. Cf. Maple Ridge, 
Photos of gang rape go viral on Facebook , The Globe and Mail News, 10 February, 2012, at: 
http://m.theglobeandmail.com/news/british-columbia/photos-of-gang-rape-go-viral-on-facebook/article1710072/?service=mobile  
In 2006, an autistic boy was insulted and beaten by his classmates, who also recorded the attack via mobile phones and uploaded the 
footage on the Youtube. Three Google executives were convicted for a violation of privacy due to the reluctance to remove the video 
from the platform.  Cf. Raul Mendez, Google case in Italy, International Data Privacy Law (2011) 1 (2): 137-139. 

http://www.gobernanzainternet.es/doc/archivos/EUKidsOnlineFindings.pdf
https://www.allclearid.com/assets/docs/ChildIDTheftReport2012.pdf
http://www.bbc.co.uk/news/world-us-canada-11464617
http://m.theglobeandmail.com/news/british-columbia/photos-of-gang-rape-go-viral-on-facebook/article1710072/?service=mobile
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minors themselves, often as close as classmates.
37

 Another form of cyberharassment is “cyberstalking”, an 

extreme conduct of online chasing, through frequent and deliberate contacts and threatening. Cyberstalkers 

sometimes may also use real personal data of the victim, the public disclosure of which creates even higher 

psychological and physical suffering.
38

 Cyberharassment happens through interactions by e-mails, text 

messages, publication of embarrassing facts or pictures online, often in an anonymous way.
39

   

Cybergrooming, instead, refers to the online contact of an adult with a child to establish a 

relationship of mutual trust with the aim of having sexual contacts offline.
40

 This behaviour is a criminal 

offence in several countries covered under sexual solicitation definition and criminalised in the Convention of 

Council of Europe on the Protection of Children against Sexual Exploitation.
41

  In academic literature this 

risks is also named as “stranger danger”, emphasising the threat of contacts with unknown adults, such as 

sexual predators or paedophiles.
42

 Most cybergrooming cases are argued to occur in chat rooms and via 

instant messaging. There is no evidence that the rise of social networks would increase this phenomenon.
43

  

Another example of safety risk is 'sexting' (texting of sexually-explicit messages). 15% of 11-16 year 

old Europeans have received peer to peer “sexual messages or images …[meaning] talk about having sex or 

images of people naked or having sex”.
44

 Sexting may be seen as part of exploring sexuality but can also 

lead to utterly embarrassing situations, even fierce bullying, when these messages are forwarded to third 

parties.
45

  

The majority of the above-mentioned child safety risks are based on prior acquisition of personal 

data or on digital traces of children left online. For example, previously disclosed personal information and 

private facts open doors to cyberharrasment, cyberbullying, and identity theft. The traceability of children's 

online activities and data leads to criminal activities, such as solicitation for sexual purposes, or commercial 

data use.
46

 

 

2.2 Privacy risks 

 

Besides safety risks, children may encounter online privacy risks, such as loss of reputation, misuse 

of personal data, discrimination, commercial exploitation due to the increased sharing of personal data and 

invasive commercial practises. Personal data of children may be collected automatically, for examples via 

                                                 
37

 OECD. 2011. “The Protection of Children Online: Risks Faced by Children Online and Policies to Protect Them”, OECD Digital 
Economy Papers, No. 179, OECD Publishing. http://dx.doi.org/10.1787/5kgcjf71pl28-en, p. 25 
38

 Ibid. 
39

 Dooley, J.J., Cross, D., Hearn, L. and Treyvaud, R. (2009), "Review of existing Australian and international cyber-safety research". 
Child Health Promotion Research Centre, Edith Cowan University, Perth. At 
www.dbcde.gov.au/__data/assets/pdf_file/0004/119416/ECU_Review_of_existing_Australian_and_international_cyber-
safety_research.pdf, p. 11 
40

 Van der Hof, S., Koops. B-J. 2011. “Adolescents and Cybercrime: Navigating between Freedom and Control”, Policy & Internet: Vol. 
3: Iss. 2, Article 4, at http://www.psocommons.org/policyandinternet/vol3/iss2/art4, p. 9 
41

 Convention of Council of Europe on the Protection of Children against Sexual Exploitation (CETS 201) 
42

 Byron, T. (2008), "Safer Children in a Digital World: The Report of the Byron Review". London: Department for Children, Schools and 
Families, and the Department for Culture, Media and Sport. Available at 
www.dcsf.gov.uk/ukccis/userfiles/file/FinalReportBookmarked.pdf, p. 53 
43

 OECD. 2011. note 37. p. 25 
44

 Livingstone, S., Haddon, L., Görzig, A., and Ólafsson, K. 2011. Risks and safety on the internet: The perspective of European 
children. Full Findings. LSE, London: EU Kids Online, p. 7. 
45

 Van der Hof, S., Koops, B-J. 2011. “Adolescents and Cybercrime: Navigating between Freedom and Control”, Policy & Internet: Vol. 
3: Iss. 2, Article 4, at http://www.psocommons.org/policyandinternet/vol3/iss2/art4  
46

 Declaration of the Committee of Ministers “On securing the dignity, security and privacy of children using the Internet”, adopted on 
20th February 2008 at the 1018th meeting of the Ministries Deputies, at 
https://wcd.coe.int/ViewDoc.jsp?Ref=Decl%2820.02.2008%29&Ver=0001. 

http://dx.doi.org/10.1787/5kgcjf71pl28-en
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cookies, when service provider requires signing up for a service, or voluntarily filling information in online 

forms or platforms.
47

 

One of the most important aspects of privacy risks is oversharing of personal data. Research 

demonstrates, that youths themselves disclose vast amounts of personal data online, e.g., on Facebook and 

Twitter 26% of youths share their personal information, 14% even include address and telephone number in 

their profiles.
48

 Peers’ pressure on social networks contributes to the tendency of sharing ever more data and 

images.
49

 Additionally, the urge to explore their identities inevitably entails disclosing (potentially sensitive) 

personal information online. Sharing of personal data online is also partially influenced by the changing 

perception of traditional boundaries between private and public domains. According to several studies, 

children tend to consider online and offline words as the same reality and, consequently, perceive the 

internet a private space to socialise with their peers, reveal secrets and intrinsically share personal 

information.
50

 As showed by Steeves et al.
51

, youths do not think it is risky to share email addresses and 

passwords with their friends and disclosure of personal data is often seen as an expression of trust.  

Moreover, as Livingstone asserts, youths “work with a subtle classification of ‘friends’, graded in terms of 

intimacy, which is poorly matched by the notion of ‘public’ and ‘private’ designed into social networking 

sites.
52

  

Often, youths are not aware of the long-term consequences of their activities.
53

 On the Internet the 

visibility of personal information is potentially global and online content (text, pictures, video, etc.) can be 

effortlessly copied or searched, although not (easily) removed.
54

 For example, there are many reports of 

online reputation problems which influence future career possibilities after a potential employer finds text, 

pictures and videos revealing “inappropriate” features of candidate’s personality. Moreover, children often 

are not able to understand and manage their privacy settings properly. Although social networking sites have 

a minimum age of 13 or 14 for membership, an increasing number of younger children have accounts. For 

example, 38% of 9 -12 year olds in Europe have a social networking profile, despite of age restrictions.
55

  

Often these young children do not understand and therefore skip privacy policies, especially because of their 

difficult language and length.
56

 Default privacy settings rarely set the highest level of privacy protection for 

children, but not all young internet users are capable to change them. In addition to the lack of digital skills, 

also service providers do not necessarily guarantee the adequate level of protection. Services targeting 

children often fail to provide effective and reliable mechanisms through which parents can give their consent 

                                                 
47
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49
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on behalf of their children to create an account online.
57

 In the EU, parental consent must be sought as long 

as minors are not capable to make an informed choice themselves, while in the US such age threshold is 13 

years old.
58

 However, many online services used by European youths are US-based and, according to the 

EU Data Protection directive 95/46/EC, are subject to the US rather than the EU privacy rules. The basis for 

the applicability rule of the Directive is the place of data processing activities, i.e. it applies when the 

processing is carried out in the context of the activities of an establishment of the controller on the territory of 

the Member State. Application of privacy laws across borders, questions of enforcement and jurisdiction are 

therefore also a challenge.
59

 In addition, another complication in this respect is technical difficulties to assess 

the age of internet users and to obtain verifiable parental content. Parental consent requirement is ineffective 

as children lie about their age, a frequent practise in the online world, often happening with the approval of 

the parents.
60

 

In addition to excessive voluntary sharing, personal information can also be spread online by others. 

For example, ‘tagging’, i.e., a way to link a person to a picture, location or event, is an increased information 

sharing practise, often happening without consent from the person involved.
61

 Dooley et al. found that more 

than 40% of youths had pictures of themselves uploaded online without their permission
62

, Lenhart observed 

that 6% of youths reported having an embarrassing photo of them uploaded online without their prior 

permission.
63

 

Finally, there are also new possible ways to gather personal data of children, for instance through 

GPS or other location-based services (e.g. Loopt, Google Latitude, Facebook Places).
 64

 The use of such 

information may lead to privacy abuses, e.g. in the case of mobile devices this can become a real-time 

tracking. In chats and other online forums, the status or availability of users is displayed and can equally 

provide information about their location.
65
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2.3 Commercial risks 

 

As many studies indicate, personal information of children is increasingly seen as online commodity, 

which is a valuable asset for online advertisers and marketing companies.
66

 Personal information, once 

spread online, can be linked to individual profiles and be used by third parties with commercial intend. 

Children may suffer from privacy-invasive practices such as online profiling, behavioural monitoring and 

targeting, without being aware of them and having knowledge about necessary safeguards. Consumer 

groups warn about potential “negative impacts on children’s future self-image and well-being” due to the use 

of psychological, behavioural and social techniques by online advertising and marketing companies.
67

 In the 

same vein, Solove notes that due to the architectures ever more based on personal data, internet users may 

be harmed in the future in their dignity, monetary or physical aspects.
68

  

Minors often underestimate the commercial value of their personal data and do not have knowledge 

about the business models and interests behind data collection. In addition, extra incentives such as 

surveys, quizzes, discounts and contests are used to collect personal information on children and their family 

members, which provide a compelling motivation for data disclosure.
69

 

Moreover, children are seen as influential consumers: although their spending power is low they can 

influence their parents' spending. Thus, websites have a business incentive to collect children’s personal 

information, and create dependency to particular brands or products, manipulate and exploit children’s 

vulnerabilities for commercial purposes.
 70 

 

2.4 Interim conclusion 

 

 This section provided an overview of the most prevalent safety and privacy risks encountered by 

children online. The risks were divided into three groups: contact risks, privacy risks, and commercial risks. 

All these three groups of risks are relevant to the debate on children’s privacy protection. Privacy, 

understood as form of control over one’s personal data,
71

 may be at stake in all three cases. In case of 

contact risks, not only privacy but also safety of a child may become an issue, as based on the lost control 

over personal data a child may become a victim of cyberbullying, cybergrooming or sexting. 

In the following chapters this overview will serve as a background to evaluate whether and how this 

empirical research on risks influences policy formulation and is reflected in policy documents. It will also be 

observed whether contact, privacy or commercial risks get more attention from regulators and in which type 

of regulatory instruments. 
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3. Child right to privacy 

 

 This section looks into the development of the child’s right to privacy, including the right to personal 

data protection. The latter right in international law, differently from the EU law, is covered under the former. 

As recognised by the ECHR, information privacy is a key aspect of the right to respect for private life 

because information about us is part of our identity.
72

 Starting with a brief look into the history of child right to 

privacy, the section then proceeds with its current interpretation in international law and examines relevant 

case law of the ECHR. 

 

3.1 Historical development 

 

 Before the UN Convention on the Rights of the Child assigned to children universal human rights, 

scholars debated whether children are entitled to legal and moral rights. This broader debate on the rights-

versus-welfare question is outside the scope of this paper, but it is enough to stress that the idea of children 

as right holders has been subject to long-lasting criticism.
73

 Accordingly, also the law has developed its early 

understanding of the child as a limited agent in law, i.e., an adult in the making. As Freeman notes, it 

explained childhood through adulthood.
74

 Such an understanding has been supported by a number of social 

science domains, like psychology, social anthropology, sociology which perceived “child” as “inadequate, 

incomplete, dependent”.
75

 Therefore, protection of children had been emphasised and child as an agent in 

law could not have any role and perform no independent action. With a new sociology of childhood in the 

late1980s, a shift occurred and academics started to emphasise children as “beings”, not as “becomings”.
76

 

This evolution went hand in hand with the developments in both national and international law. In the UK, in 

1986 the highest court recognised that children under 16, with sufficient understanding and intelligence, can 

make their own decisions (e.g., give consent to contraceptive treatment).
77

 The UN Convention on the Rights 

of the Child in 1989 stressed the concept of the child as both a “becoming” and a “being”: Article 3 requires 

protection and care to safeguard the well-being of the child, Article 12 stresses the opportunity of the child to 

participate in decision making and to be heard in any judicial and administrative proceedings. As noted by 

Tobin, courts followed a similar trend in construction of childhood. From late nineteenth century children were 

treated in three different forms by courts – first, as parental possessions, later, as objects of development 

(i.e., vulnerable and immature creations, lacking the capacity to defend themselves and pursue their 

interests), and finally, from the 1960s as right holders.
78

  

 The difficulty to shift to a new approach was still noticeable after the adoption of the UN Convention 

on the Rights of the Child. In 1998, the Committee on the Rights of the Child has expressed concern at the 

lack of the reflection of civil rights and freedoms in national laws of member parties: “The committee remains 

uncertain as to the extent to which the Member Party has undertaken measures to ensure that the traditional 
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view of children as mere objects of care has been replaced by an understanding and recognition of the child 

as a subject of rights. In this regard, clarification is requested as to the applicability of the provisions of the 

constitution guaranteeing respect for the civil rights and freedoms of children, including the right to privacy 

provided for in article 16 of the Convention”.
79

 

 The ground-breaking point in the child rights area was the adoption of the UN Convention on the 

Rights of the Child. The Convention is now the most widely ratified treaty in history and the most 

comprehensive of universal human rights treaties. Since its adoption in 1989, it has been ratified by 140 

states. It has brought “a qualitative transformation of the status of children as the holders of rights”.
80

 Cass 

described the effect of the Charter as “to question the public/private dichotomy” and “to disaggregate the 

rights of children from the rights of “families”, to constitute children as independent actors with rights vis-à-vis 

their parents and vis-à-vis the state”.
81

 UN Convention is one of the few international legal documents which, 

among other rights, expressly refer to children’s right to privacy.
82

 It establishes the right to privacy as one of 

the fundamental rights of the child by stating that “no child shall be subjected to arbitrary or unlawful 

interference with his or her privacy, family, or correspondence, or to unlawful attacks on his or her honour 

and reputation”. This article touches upon the issues of physical environment of a child, the privacy of 

relations and communications, control of access to personal information about the child.
83

 Although the 

drafter the UN Human Rights Committee has not defined the concept of “privacy”, the drafting Committee 

has referred to personal information and the collection and storage of this information on computers, data 

banks and other devices by both public and private entities.
84

 Right to privacy require that national legislation 

ensure that the child: knows of the existence of the information stored about him, knows the reason of such 

information storage, has access to such manual or electronic records, has a possibility to object and if 

necessary to correct or eliminate the stored information, if necessary with the help of an independent 

authority.
85

  

 

3.2 Current interpretation  

 

 In addition to the aforementioned specific child right UN Convention, the right to privacy as a 

universal human right is explicitly declared in a number of international instruments. The most prominent 

document within the Council of Europe framework is the European Convention for Protection of Human 

Rights and Fundamental Freedoms. It establishes everyone‘s right to his private and family life, home and 

correspondence and sets forth the exceptional conditions under which public authorities might interfere with 

the exercise of this fundamental human right (Article 8). Article 8 does not explicitly mention the protection of 

personal data either, but the European Court of Human Rights on various occasions acknowledged that the 
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right to data protection is covered under it.
86

 Although there are no specific children’s rights under the 

Convention, the protection guaranteed by the Convention apply equally to children. Article 1 of the 

Convention provides that the rights must be secured to “everyone”. Moreover, Article 14 states that the rights 

must be secured without discrimination on the ground of age.
87

 Nevertheless, some academics argue that 

this is not sufficient and a comprehensive children’s rights convention should be adopted.
88

  

 In addition, Article 17 of the UN International Covenant on Civil and Political Rights of 1966 protects 

privacy, family, home and correspondence. The wording of this article is identical to the Article 16 of the UN 

Convention on the Rights of the Child, except ensuring that “no one” instead of “no child” shall be subjected 

to unlawful interference. Protection of personal data are not mentioned in the Covenant, even personal data 

are implicitly protected as a part of the individual’s privacy. 

 Another important convention adopted in the framework of the Council of Europe is the Convention 

for the Protection of Individuals with regard to Automatic Processing of Personal Data of 28 of January 1981. 

It aims to secure respect for individual right to privacy, when personal data are processed by automatic 

means in its signatory countries. Convention covers basic principles for data protection, special rules on 

trans-border data flows and mechanisms for mutual assistance and consultation between its signatory 

parties. The Convention is the only binding international legal instrument with a worldwide application in 

personal data protection field, open to any country, including non-members of the Council of Europe. 

However, this Convention does not add any specific value in terms of children’s privacy protection. It equally 

applies for all data subject independently from their age and imposes uniform rules on data controller. 

 

3.3 Case law  

 

 A number of cases in the ECHR touched upon the issues related to the child’s right to privacy 

protected under the Article 8 of the European Convention for Protection of Human Rights and Fundamental 

Freedoms.
89

 However, majority of them raise the issues of family life and separation of children from parents, 

medical confidentiality, children and publicity, and participation in legal proceedings. Cases directly related to 

personal data protection on the internet are rare.
90

 Several of the most relevant cases are considered below. 

To a certain degree they all involve the issue of protection of children’s personal information, in the form of 

biometric data, photographs or personal information. These cases, although not merely internet-specific, are 

all relevant in order to understand how the ECHR legitimates specific protection of youths’ privacy by 

providing the knowledge on the rationale of developed protection mechanisms and main concepts in the 

area of child privacy protection. 

 S and Marper v UK
91

 case has raised privacy issues of children who participate in legal proceedings 
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as suspects. The applicant S (11 years old) was suspected with a robbery and his fingerprints and DNA 

samples were stored in the UK DNA database. After he was acquitted, he required the police to destroy his 

biometric data. The police refused to do so and the applicant started the procedure first before the national 

courts and subsequently before the ECHR. Before the ECHR he claimed that the retention of his biometric 

data violated Article 8 of the European Convention for Protection of Human Rights and Fundamental 

Freedoms and underlined the “social stigma and psychological implications” of the database. The ECHR 

stated that indiscriminate retention constituted disproportionate interference with Article 8 of the Convention. 

This was one of the few cases when the Court referred to the status of the applicant who was child and 

emphasised his vulnerability: 

 

the retention of the unconvicted persons' data may be especially harmful in the case of minors, given 

their special situation and the importance of their development and integration in society.
92

 

 

Thus, in this case the ECHR took child-specific interests into account and referred to the harmful and 

detrimental impact of data retention upon the development of the child.
93

 

 Several ECHR cases involved child privacy issues in relation to dissemination of photographs taken 

in public places.  

 In Reklos and Davourlis v Greece
94

 a professional photographer working in a hospital took pictures 

of a new-born baby and offered to sell them to the parents. The pictures were taken without parent’s consent 

or knowledge after the baby’s birth in a sterile unit. The parents objected to the photographs having been 

taken and required to give the negatives to them, but the photographer refused to do so. The parents 

brought a claim arguing that the personality rights of the child had been infringed, but the claim was 

dismissed by the highest court in Greece as being too vague. Consequently, the parents lodged an 

application with the ECHR on the basis of Article 8 of the European Convention for Protection of Human 

Rights and Fundamental Freedoms. The respondent, the Greek government, argued that there was no 

infringement of the Article 8, because photographs had not been disseminated, i.e. there was no commercial 

exploitation of the image, and the baby was not mature enough to suffer any infringement of his personality 

rights. The ECHR refused to analyse the latter argument of the respondent and did not deal with the question 

whether the infringement of the right to privacy depends on the individual being aware of that infringement. 

As noted by Hughes, if the ECHR had done so, this would curtain the rights of young children.
95

 As regards 

the first argument, the ECHR agreed to consider an alleged interference with the child’s right to respect for 

his private life although the images had not been published. The ECHR held that private life was a broad 

concept and it encompassed one’s right to identity. It emphasised that an image reveals person’s unique 

characteristics and forms one of the main attributes of his personality. Therefore, it is essential for an 

individual to control his image, including giving consent to one’s image being taken, reproduced, conserved, 

published. Since the person concerned was a minor, his right to protection of his image had been in the 
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hands of his parents, whose prior consent was indispensable: 

 

 the key issue in the present case is not the nature, harmless or otherwise, of the applicants’ son’s 

representation on the offending photographs, but the fact that the photographer kept them without 

the applicants’ consent. The baby’s image was thus retained in the hands of the photographer in an 

identifiable form with the possibility of subsequent use against the wishes of the person concerned 

and/or his parents.
96

 

 

As a result, the ECHR held that the act of taking the photographs and their retention constituted a violation of 

the child’s right to privacy under Article 8 of the Convention. 

 Similarly, Von Hannover v Germany case
97

 concerned interference by sensational press with the 

right to the private life of Princess Caroline of Monaco. The subject of the application was the photographs of 

the applicant. In some cases applicant was photographed together with her children. The  latter type of 

photographs were excluded from the subject of the application in its admissibility stage, because on a 

national level the Federal Constitutional Court of Germany had earlier recognised that photographs featuring 

the applicant with her children had infringed her right to the protection of her personality rights guaranteed by 

German law. The national court granted an injunction restraining the publication of these photographs.
98

 It 

held that minors are entitled to special protection as not only their ‘existing personality’ but also their ‘still-

developing personality’ should not suffer undue interference. Therefore, the collection and disclosure of data 

related to minors must be justified more than data related to adults, whose personality is already-developed. 

As regards the rest of the photographs, the ECHR held that there was a necessity to balance protection of 

the applicant's private life against freedom of expression, as guaranteed by Article 10 of the Convention. 

 The only case directly related to the informational privacy on the internet is the case of KU v 

Finland.
99

 KU, a 12-year old applicant, lodged a complaint because an unknown person placed an 

advertisement on a dating site on the internet in his name, without his knowledge. The advertisement 

included KU’s personal data, such as age and year of birth, gave a detailed description of his physical 

characteristics and provided a link to his web page with his picture. In the advertisement, it was claimed that 

KU was looking for an intimate relationship with a boy of his age or older. The applicant's father requested 

the police to identify the person who had placed the advertisement in order to bring charges against him. The 

service provider refused to disclose the identity of the person in question due to the confidentiality of 

telecommunications protected by law. The Finnish Court equally refused to oblige the service provider to 

disclose requested data because there was no legal provision authorising such an obligation. The ECHR 

held that Article 8 of the Convention has been violated. It emphasised the vulnerability of children and 

potential threat to the applicant’s physical and mental welfare. The Court stressed that the applicant was a 

minor and that due to the advertisement he became target of paedophiles. This decision is the most 

prominent example when the ECHR considered seriously that the victim of privacy violation was a child and 

took his specific interests into account.  
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3.4 Interim conclusion 

 

This section looked into the development of the child’s right to privacy, including the right to personal 

data protection. The analysis showed that international treaties, except the UN Convention on the Rights of 

the Child, pay limited attention to children as right to privacy holders. Although being explicit, the UN 

Convention on the Rights of the Child does not seem to benefit children online in practise from a data 

protection perspective either. The only more relevant Convention in data protection respect is the Convention 

for the Protection of Individuals with regard to Automatic Processing of Personal Data of 28 of January 1981, 

but it applies for all data subject independently from their age and imposes uniform rules on data controller. 

Therefore, it could be stated that in international law children are treated equally to adults and protection of 

their privacy is not tailored to their needs in any particular way.  

A more promising, even if still limited, tendency can be noticed in the jurisprudence of the ECHR as 

regards Article 8 of the European Convention for Protection of Human Rights and Fundamental Freedoms. 

From eleven cases under study
100

, which to a certain degree involved the issue of protection of children’s 

personal information, in several cases the ECHR paid special attention to children as applicants and gave a 

reasoning to justify special, more rigorous, protection of their interests. In Reklos and Davourlis v Greece, the 

ECHR afforded a high degree of protection to minor’s photographs, as protection from publicity deserves 

high protection also in adult cases. In two cases KU v Finland and S and Marper v UK, the ECHR afforded to 

children a higher degree of protection than to adults. The reason for such reinforced protection may be the 

evident harm that the data misuse may have caused to children in these cases (retention of DNA data and 

misuse online data by paedophiles).
101

 

 The following section will shift from the international to the regional level and look into the EU 

initiatives in this area. It will analyse online privacy protection through various EU regulatory instruments. 

 

4. Online privacy protection for children in the EU 

 

4.1 Charter of Fundamental Rights of the European Union 

 

On 1 December 2009 the Charter of Fundamental Rights of the European Union
102

 came into force. 

Besides a right to private life declared in the Article 7, the Charter also explicitly recognised the protection of 

personal data as a new, autonomous human right under its Article 8: 

 

“Article 7 

Respect for private and family life 

Everyone has the right to respect for his or her private and family life, home and communications. 
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Article 8 

Protection of personal data 

1. Everyone has the right to the protection of personal data concerning him or her. 

2. Such data must be processed fairly for specified purposes and on the basis of the consent of the 

person concerned or some other legitimate basis laid down by law. Everyone has the right of access 

to data which has been collected concerning him or her, and the right to have it rectified. 

3. Compliance with these rules shall be subject to control by an independent authority.” 

 

The right to data protection as a right for every individual is also enshrined in Article 16 of the Treaty on the 

Function of the European Union. 

The distinction between privacy and personal data protection in the Charter not only highlights the 

final step in a long evolution, separating privacy from data protection, but also the difference between the two 

rights and the need of their coexistence. In practice, there may be cases when the right to privacy applies 

without involving data protection and vice versa.
103

 Moreover, these two rights reflect different aspects of the 

required protection. The right to privacy refers to a static, negative protection and requires not to interfere 

with one’s private and family life. Conversely, the right to personal data protection reflects a dynamic 

protection though the settlement of rules how to process and safeguard the data.
104

 

Likewise the European Convention for Protection of Human Rights and Fundamental Freedoms, the 

Charter uses universal language and does not specifically refer to children. In other words, it guarantees the 

right to privacy and data protection to “everyone”. Up until now, however, there have been no cases in the 

Court of Justice of the European Union in which this right was applied in the context of minors. However, the 

Charter should be seen in a dynamic interplay with the European Convention for Protection of Human Rights 

and Fundamental Freedoms. Article 52(3) of the Charter requires interpreting the Charter rights in the same 

meaning and scope as those laid down in the Convention. Therefore, the practice of the ECHR discussed in 

the previous section is relevant also in the context of the Charter.  

 

4.2. Directive 95/46/EC and Directive 2002/58/EC 

 

Information privacy issues for children online fall under the general EU data protection rules. Some 

security risks, such as sexual solicitation or identity theft, are considered to constitute a criminal offence. 

Data Protection Directive 95/46/EC regulates the processing of personal data at European level.
105

 

Personal data are defined as “any information relating to an identified or identifiable natural person (‘data 

subject’); an identifiable person is one who can be identified, directly or indirectly, in particular by reference to 

an identification number or to one or more factors specific to his or her physical, physiological, mental, 

economic, cultural or social identity”. The Directive sets up a regulatory framework which aims to strike a 

balance between a high level of protection for the privacy of individuals and the free movement of personal 
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data within the European Union. It is applicable to data processing by automated means, including the 

processing on the internet.  

The text of the Directive makes no reference to children as data subjects and does not take into 

account particularity of their situation. For example, the Directive establishes the main principles of fair, 

lawful and transparent data processing. Transparency implies that data controllers (e.g. online service 

providers) must adopt and publish their privacy policies. This obligation does not receive any further 

specification in case of children, although the ability of children to understand such policies and foresee 

possible consequences differs from adults’ abilities.
106

 In addition, the Directive establishes rights of data 

subjects to access, correct, update their data or to object to their data processing. Again, the Directive makes 

no distinction how such rights may be executed by adults and by children. Therefore, according to the 

current legal framework the processing of children’s personal data has to be authorized by law or parental 

consent and to conform to data processing principles. Parental consent is necessary until the child has 

developed the capacity to fully understand the processing and his data subject rights. This leaves 

ambiguities as regards the legitimation of the processing of children’s data, as the exact age limit from which 

the child can consent to his data processing vary from child to child and across various situations. In 

addition, age verification mechanisms are problematic as in practise no easy-to-implement, effective and 

reliable tools to verify parental consent are currently available.  

It should be noted, that the lack of specific attention to children to a certain extent has been 

compensated by the Article 29 Data Protection Working Party, a body established by the Directive and 

composed of representatives from supervisory authorities of each Member State. It issued several opinions 

explaining how the Directive should apply to children. Although the opinions of the Article 29 Working Party 

are usually influential, they have no legally binding effect. 

In 2007, the Article 29 Working Party issued an Opinion on the concept of personal data
107

 in which 

the four elements of the definition of personal data are elaborately discussed. These four elements are as 

follows: “any information”, “relating to”, “identified or identifiable”, “natural person”. As regards the last 

element, the Working Party stated that the Directive 95/46/EC is applicable to personal data of natural 

persons. This is a broad concept, which makes the protection independent of nationality or residence of the 

individual at stake. The concept of personality of human beings is commonly understood as “the capacity to 

be the subject of legal relations, starting with the birth of the individual and ending with his death.”
108

 Thus, in 

principle, the Working Party clarified that personal data relating to identified or identifiable living individuals, 

including children, fall under protection of the Directive 95/46/EC. 

In 2009, the Working Party adopted Opinion 2/2009 on the protection of children's personal data 

(General Guidelines and the special case of schools).
109

 The purpose of the opinion was to analyse the 

general data protection principles relevant to the protection of children, and to explain their relevance and 

offer guidance for those working in a specific area, at school. In the Opinion, the Working Party clarified the 

concept of the child. According to the Working Party, a child as “a human being in the complete sense of the 

word” is entitled to the right to the protection of his or her personal data. Although children have the same 

rights, the specificity of the child as a data subject must be taken into account:  
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…the child is in a special situation, which should be seen from two perspectives: the static, and the 

dynamic. From the static point of view, the child is a person who has not yet achieved physical and 

psychological maturity. From the dynamic point of view, the child is in the process of developing 

physically and mentally to become an adult. The rights of the child, and the exercise of those rights – 

including that of data protection - , should be expressed in a way which recognises both of these 

perspectives.
110

 

 

It also emphasized other principles applicable to children as data subjects: best interest of the child, 

protection and care necessary for the wellbeing of children, representation, adaptation to the degree of 

maturity of the child, participation in decision making. 

The Working Party noted that the Directive due to its limited personal and material scope, does not 

touch upon a number of important questions related to the protection of children’s privacy. For example, 

problems arise with regard to the degree of individual maturity of a child, i.e. determination when children can 

start dealing with their own personal data without parental involvement. Second, uncertainty remains as 

regards the extent to which representatives can represent minors if the disclosure of minor’s personal data 

prejudices his or her best interests. 

Another key issue which was also clarified by the Article 29 Data Protection Working Party is 

consent of minors. It took a flexible approach and did not set a precise age limit at which parental consent is 

required. Instead, it underlined the importance of maturity of a child and complexity of the data processing at 

hand.
111

 For instance, Article 29 Data Protection Working Party believed that data collection from an 8-year-

old child for the purpose of sending a free magazine or newsletter does not require parental consent, while 

such consent would be necessary for the girl to take part in a live TV show. The same complex question was 

brought up by the Article 29 Data Protection Working Party in its latest Opinion on consent, where it 

acknowledged that the lack of general rules and harmonisation of the age threshold and the way children’s 

consent is obtained, causes legal uncertainty.
112

 Article 29 Data Protection Working Party encouraged the 

European Commission to take initiative to regulate this matter. In the Opinion 15/2011 it advocated age 

verification use and advised to include into the revised Directive 95/46/EC specific provisions on age 

verification. As an example it proposed to establish age verification based on “sliding scale approach” which 

would mean that age verification depends on the evaluation of specific circumstances (age, capacities, 

complexity of data processing) in each and individual case.
113

 However, this suggestion is not reflected in the 

Proposal for a General Data protection Regulation. 

The Directive 95/46/EC in the online context should be applied in conjunction with another sectorial 
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Directive 2002/58/EC (e-Privacy Directive).
114

 This Directive contains provisions aiming to ensure that users 

can trust the services and technologies they use for communicating electronically and deals with spam, the 

user’s prior consent ("opt-in"), and the installation of cookies. However, in terms of children's privacy 

protection online, this Directive does not address children, as internet users, either. It applies to all users 

independently from their age and imposes identical obligations on service providers regarding, for instance, 

the placement of cookies in the computer of the child.  

 

4.3. Proposal for a General Data Protection Regulation 

 

On 25 January 2012 European Commission announced a Proposal for a General Data Protection 

Regulation
115

 (the Proposal), which in several years is expected to replace the current Directive 95/46/EC. 

According to the legislative process of the EU, the Proposal will require approval from the Council of the 

European Union and the European Parliament and, therefore, will most probably be notably changed. 

Nevertheless, the Proposal clearly shows the ground-breaking intentions of the EU as a policy maker and 

seems “to remake the data protection landscape in Europe by introducing far-reaching changes”
116

. One of 

the main objectives of the Proposal is to enhance the effective control of individuals, including children, over 

their personal data.  

Recital 29 explicitly recognises that children deserve specific protection of their personal data, as 

“they may be less aware of risks, consequences, safeguards and their rights in relation to the processing of 

personal data.” Among many other new definitions, the Proposal also introduces a definition of child, which is 

taken from the UN Convention on the Rights of the Child: a child is defined as any person below 18 years 

(Article 4 Part 18 of the Proposal).  

Article 8 of the Proposal addresses the issue of consent given by a child in the online environment. 

The Proposal establishes that when information society services are offered directly to a child below the age 

of 13, online service providers are obliged to obtain consent or authorisation from his parents or custodians. 

The Proposal is silent about the obligation to obtain parental consent from children of the age between 14 

and 18.
117

 The proposal seems to follow the legislative approach of the US, which is present in the Children’s 

Online Privacy Protection Act (COPPA). COPPA places certain obligations on internet service providers, 

which target children under 13 or which knowingly collect children’s data on websites oriented towards 

general audience. Parental consent in the EU should, in principle, become verifiable in the future as the 

Proposal states: “the controller shall make reasonable efforts to obtain verifiable consent, taking into 

consideration available technology”. The Commission will adopt delegated acts which further specify the 

criteria and requirements for concrete methods to obtain verifiable consent. In order to take account of the 
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specific needs of micro, small and medium-sized enterprises, the Commission will consider specific 

measures for them. 

As regards other legal basis for data processing, the legitimate interest of a controller under the 

Proposal becomes a limited ground, as it needs careful assessment where the data subject is a child. 

The Proposal emphasizes the obligation of transparency through easily accessible privacy policies, 

information to data subjects provided in an intelligible form, clear and plain language, adapted to specific 

needs of data subjects. In particular, this obligation applies for any information addressed to children (Article 

11). 

The data subject’s right to be forgotten and to erasure, foreseen in the Article 17 of the Proposal, 

provides another effort to strengthen the control over one’s personal data. Both rights should signify 

respectively practical instruments to have online personal data deleted. The right to be forgotten should 

apply ‘‘especially in relation to personal data which are made available by the data subject while he or she 

was a child’’ when not being fully aware of the risks involved by the processing, and later wants to remove 

such personal data especially on the Internet (Article 17(1)). However, there are practical difficulties in 

implementing these tools or enforcing such rights in the online environment. This has been noticed by many 

stakeholders in their reactions to the Proposal, which will be discussed below.  

Article 18 of the Proposal creates a new data subject’s  right to data portability allowing to obtain a 

copy of personal data undergoing processing in an electronic format and to transmit it from one electronic 

service provider or processing system to another. As a precondition it provides the possibility to obtain from 

data controllers data in a structured and standard electronic format, which will be specified by the 

Commission in implementing acts. 

Article 33 introduces a new obligation for data controllers or processors to conduct an impact 

assessment, where processing operations present specific risks to the rights and freedoms of data subjects 

due to their nature, scope or purposes. This obligation, among others, applies to the processing of personal 

data in large scale filing systems on children.  

Another safeguard of children’s privacy introduced by the Proposal relates to prohibition of profiling. 

Profiling by means of automated processing is subjected to suitable safeguards and according to the 

Proposal cannot concern a child. 

Protection of children’s personal data receives some attention also in the framework of awareness 

raising. According to the Article 52, one of the new duties of supervisory authorities is to promote the 

awareness of the public on risks, rules, and rights in relation to the processing of personal data. Proposal 

explicitly states that activities addressing specifically children shall receive specific attention. 

Taking the above-described provisions into account, it is obvious that the European Commission 

made an important step to explicitly address children as data subjects in data protection law. However, it 

may be questioned how effective and sufficient such regulation will be. In the present Proposal uncertainty 

remains, regarding the consent of children between the ages of 14 and 18, the age group which is the most 

risk-taking and less dependent on their parents. It is not clear whether children of this age can consent 

without parental engagement always or just in certain cases. The regulation of consent applies only in digital 

environment and many other offline situations are left unregulated. Moreover, the methods to obtain 

verifiable consent may remain in stagnation phase, as service providers are not clearly obliged to implement 

them, but only to make a reasonable effort towards doing so. The need to take into account existing age-
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verification technology, and no clear imposed commitment to develop new or improve existing technologies, 

may lead to no more than sound words on paper. Also, the lack of definition of “services offered directly to a 

child” does not provide a clear answer how to deal with mixed online communities or websites where children 

are present in substantial numbers together with adults. In reality, few service providers guarantee clear 

delineation of their services between the communities of children and adults.
118

  

Such a limited attention to children in the new Proposal would not be welcomed by many 

stakeholders, who in their responses to the Public Consultation of 15 January 2011
119

 emphasised the 

necessity to target specific issues around the protection of children. For example, the European consumers’ 

Organisation (BEUC) considered necessary to include specific provisions across the new regulation, such as 

the obligation for data controllers to implement mechanisms for age verification, prohibition to collect 

sensitive information from children and other information unless it is relevant, necessary and lawful.
120

 Also 

according to Privacy International, more consideration should be given to privacy-related interests of 

children.
121

 

After the Proposal has been adopted, several stakeholders and institutions expressed their reaction 

and evaluated the provisions dedicated to the protection of children. In general, the majority welcomed the 

effort of the Commission to address the long-standing and complex issues related to children’s privacy 

online. Several Committees of the European Parliament welcomed and endorsed the special provisions on 

children’s consent and the right to be forgotten, at the same time asking to clarify them and ensure their 

effectiveness.
122

 

Article 29 Working Party reacted to the child specific provisions in a concise manner. In the Opinion 

on the data protection reform proposals the representatives of the member states underlined the importance 

of pure national discretion to set the age limits in contract law and to apply progressive protection in 

accordance with maturity level, thus without setting precise age limits,
 
in EU data protection law.

123
 It 

welcomed the minimum rule that the processing of personal data of a child below the age of 13 is only lawful 

if consent is given by a child’s parent or custodian. The Working Party also suggested broadening the scope 

of this rule beyond information society service area and foreseeing more situations in which specific rules for 

children apply. 

As regards the right to be forgotten and to erasure, the Working Party equally welcomed the 

introduction of these rights as means to strengthen the control over one’s personal data. However, given the 

formulation of these rights in the Proposal and characteristics of the online word, it noted that these rights 

may be of a very limited effectiveness. In particular, problems may arise when data or its replications and 
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copies which have to be erased are processed beyond the control and knowledge of the data controller (e.g. 

by third parties which are not obliged to comply with erasure requests or by controllers which are no longer in 

existence). Moreover, the Working Party emphasised the need to balance privacy rights and the right to 

freedom of expression. 

In reaction to the Proposal also the European Data Protection Supervisor (EDPS) issued an opinion, 

which similarly to the Working Party, does not pay extensive attention to the issue of minors.
124

 The EDPS 

merely stated that the requirement of parental consent or authorization only for children below the age of 13 

is a reasonable approach.
125

 In addition, the EDPS proposed to expand the rules on legal representation to 

all individuals lacking sufficient capacity, thus not only children, including the rules on the way of exercising 

of rights on behalf of legally incapable individuals and covering the possible conflict of interests between 

such individuals and their representatives.
126

 The EDPS also commented on the right to be forgotten and to 

erasure. In this respect, the EDPS welcomed a right to be forgotten, which he sees as an effort to strengthen 

the right to erasure in the digital environment. However, as many other stakeholders, the EDPS emphasized 

that this right must be effective in reality and needs to be more developed in the Regulation. Also the right to 

data portability, needs more clarification. According to the EDPS, current text suggests that it applies only to 

data provided by data subject on the basis of consent and a contract excluding other grounds. Moreover, it is 

not clear whether the invocation of the right means that the data controller has to erase the data or may 

continue processing them. 

 

4.4. Interim conclusion 

 

Even though the EU has been a frontrunner in regulating the matters of children protection online,
127

 

the binding regulatory framework which has been and still is in force does not specifically tackle the problems 

related to children’s privacy on the internet. However, there is a recent effort to address child privacy issues 

online. This effort of the European Commission is evident through the revision of command-and-control 

regulation in the area of data protection. In the Proposal for a General Data Protection Regulation children 

are granted specific recognition. The Proposal foresees several special requirements to ensure the 

realisation of a more adequate data protection regime for children, such as requirements related to 

transparency, specific conditions for the processing of children's data, a 'right to be forgotten' online, and 

protection from profiling. Although concrete rules of the Proposal regarding children may be criticized as 

being too limited, incomplete or ineffective, on a more fundamental level, they demonstrate a long-awaited 

recognition of the specific needs of children as a group of data subjects. Despite the loopholes mentioned by 

stakeholders, these rules provide protection tailored to children’s level of maturity and comprehension.  
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5. Self-regulation 

 

From the mid-1990s onwards at the EU level it is recognised that legislation may be not the best way 

to achieve the policy goal of protecting minors (including their privacy) on the internet.
128

 Gradually a 

preference for self-regulation as a supplement to existing legislation became apparent. Self-regulation, in 

which private sector plays a greater role, was suggested as the solution to the deficit of legislation in force. 

The advantages of quick adaptation to the rapid technological developments and flexibility were the main 

justification of the self-regulatory instruments to protect minors and human dignity online.
129

 With time an 

increased attention was drawn to co-regulation. The Commission noted that “co-regulation may be “more 

flexible, adaptable and effective than straightforward regulation and legislation” and “with regard to the 

protection of minors, where many sensibilities have to be taken into account, co-regulation can often better 

achieve the given aims”.
130

  

 

5.1. Safer Social Networking Principles for the EU 

 

Also in practise self-regulation became a viable option for protecting online safety of minors. One of 

the most recent soft-law interventions is the Safer Social Networking Principles for the EU,
131

 a self-

regulatory initiative, signed by 21 social networking companies in 2009. Although entitled as self-regulatory 

initiative rather than co-regulation, the Principles were developed in close cooperation with the European 

Commission. The Principles encourage a safe approach towards personal information and privacy by having 

adequate safety tools and policies implemented in online services. Examples of concrete measures taken by 

the participating social networks are the introduction of reporting mechanisms such as an easy-to-use and 

accessible "report abuse" buttons, the improvement of default privacy settings and controls for profiles of 

users under 18, and preventing users below the age the service is targeting, from registering. In particular, 

Principle No. 6 “Encourage safe use approach to privacy” foresees that social networking sites should: 

 

 “Enable and encourage users to employ a safe approach to personal information and privacy: 

Providers should provide a range of privacy setting options with supporting information that 

encourages users to make informed decisions about the information they post online. These options 

should be prominent in the user experience and accessible at all times. Providers should consider 

the implications of automatically mapping information provided during registration onto profiles, make 

users aware when this happens, and should consider allowing them to edit and make public/private 

that information where appropriate. Users should be able to view their privacy status or settings at 

any given time. Where possible, the user’s privacy settings should be visible at all times.”  
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The European Commission periodically assesses the compliance with the Principles based on self-

declarations submitted by the participating social networks. According to the latest independent assessment, 

the majority of service providers complied with the principles in a rather satisfactory manner.
132

 For example, 

implementation of the Principle 6 was assessed as very satisfactory in 7 out of 9 tested services. The best 

assessed services were those that effectively offered accessible and always available privacy settings on 

their sites allowing users to have full control over the visibility of personal data and communication of such 

data. The compliance with other Principles varies by service provider with two social networks being 

evaluated very satisfactory and the majority demonstrating good or fair compliance. 

  

5.2 European Code of Conduct of FEDMA and its online marketing Annex 

 

Another example of a rather successful self-regulatory initiative in action is the European Code of 

Conduct of FEDMA and its online marketing Annex.
133

 The Code and the Annex were approved by the 

Article 29 Data Protection Working Party in 2010 as fulfilling the requirements for codes of conduct set forth 

in the Directive 95/46/EC and offering solutions for the problems in the online marketing sector.
134

 Section 6 

of the Code deals with the protection of children and, among others, establishes the responsibility of the data 

controller for setting up the procedures to guarantee verification of the age of the minor and the authenticity 

of the parental consent. However, it acknowledges that there is no easily accessible, universally accepted 

age verification system available on the internet.  

The Code also obliges data controllers to provide child-appropriate information about data 

processing, prohibits family data collection from children, limits collection of sensitive data, and forbids 

incentives to provide personal data for marketing purposes or in exchange for a reward, including games of 

chance, tombola or lotteries. 

 

5.3 Future self-regulatory initiatives  

 

More self-regulatory initiatives may be expected in the future. Recently the EU Commissioner N. 

Kroes increased pressure on the industry to come up with self-regulatory and technical solutions in the area 

of child safety online.
135

 Moreover, a new Proposal for a General Data Protection Regulation clearly opted for 

self-regulation to ensure child protection. As a general rule, it obliges the Member States, the supervisory 

authorities and the Commission to encourage self-regulation through codes of conduct, certification, data 

protection seals and marks. More specifically, article 78 of the Proposal takes into account specific features 

of the various data processing sectors. The sector of information and protection of children is mentioned as 

one of the areas in which codes of conduct could in particular contribute to the proper application of the 

provisions of the Proposal. Unfortunately, the control and enforcement of the codes of conduct is left to the 

total discretion of the associations or bodies themselves. The Proposal does not establish any obligatory 
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compliance control process. The authors of the codes may only submit the texts of new or existing amended 

or extended codes to the supervisory authority of a Member State for an opinion. Associations or other 

bodies acting in the name of data controllers in several Member States may submit such codes to the 

European Commission for the recognition of their general validity throughout the territory of the whole EU 

and publicity. Equally to the codes of conduct, the Member States and the Commission are required by the 

Proposal to encourage the establishment of certification mechanisms, seals and marks, which could help 

data subjects to rapidly evaluate the level of data protection offered by data controllers or processors in 

various sectors. The only clear indication of control from the side of the European Commission is the fact that 

the Commission retains the power to specify the criteria, conditions of granting or withdrawing for certification 

mechanisms as well as to foresee standards for promotion and recognition of technical standards, seals and 

marks. The efficiency of such self-regulatory model will become clearer once the Proposal is adopted and 

comes into force. 

 

5.4. Interim conclusion 

 

 Self-regulatory initiatives take into account special issues and risks related to the child’s right to 

privacy and demonstrate a clear tendency to address child privacy online in a specific manner. However, the 

incentives of voluntary codes are fragmented depending on industries or membership of a representative 

umbrella organisation. As a result, the two examples of codes of conduct in social networking and advertising 

areas are focused on that particular areas. They mainly address privacy and commercial risks. Contact risks 

are not subject to their provisions. 

 In the context of online privacy, there are no comprehensive, sector-crossing self-regulatory codes 

drafted to protect children online. The new Proposal has already called for the implementation of data 

protection rules in the area of children protection through the adoption of codes of conduct of a more general 

nature. Such codes or a single European Code could create a uniform system of online child privacy 

protection across Europe. It is questionable, however, why the EC did not opt for a more rigorous co-

regulatory process in this case and did not introduce any mandatory compliance control instead of limiting its 

role to advisory function. Greater involvement of the EC into the drafting of the codes of conduct to protect 

children online could lead to more effective and binding self-regulatory commitments. 

 

6. Market and social norms  

 

Market as a modality of regulation in the area of children’s online privacy protection is the weakest 

from all the four regulatory modalities. From the current regulatory framework it does not seem that the EU 

uses this incentive in any respect. 

As regards the social norms the situation is quite different. In recent years, EU has devoted an 

increasing attention to the development of digital literacy, education and awareness campaigns.
136

 Such 

campaigns can be seen as a way to introduce or improve the existing social norms in the area of online child 
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safety and privacy. Although at the beginning the emphasis was placed on illegal internet content and online 

safety risks, recently more and more references to data protection were included in education campaigns. 

For example, events of the Safer Internet Programme focused on sharing of personal data online in 2010, 

and on social networking sites and control over the personal data in 2011.
137

 

 

6.1 Safer Internet Programme 

 

 The objective of the programme is to draw the society’s attention to illegal and harmful internet 

content and online safety issues. The Safer Internet programme finances and implements various activities 

in EU member states and on European level. For example, the programme finances national awareness 

raising nodes, which intend to help children, parents and educators to avoid the dangers associated with 

digital communication and educate them about safer internet, and hotlines, i.e., facilities which process 

reports from the public about the illegal and harmful internet content. The programme of 2009-2013 in 

particular focusses on contact risks, grooming and bullying.
138

 The aims of this latest programme are: to 

increase public awareness; provide contact points for reporting illegal and harmful content and conduct (child 

sexual abuse material, grooming and cyber bullying); promote self-regulatory initiatives in this area; establish 

an empirical knowledge base on online activities and their consequences for children.
139

 

 

6.2 European Strategy for a Better Internet for Children 

 

Recently the European Commission has adopted a Communication which developed a far-reaching 

European strategy for child protection on the internet.
140

 The Communication builds upon the EU Agenda for 

the Rights of the Child,
141

 the Digital Agenda for Europe,
142

 and the Council Conclusions on the Protection of 

Children in the Digital World.
143

 The Communication states that children have specific needs and 

vulnerabilities and their difference has to be recognised. In particular, the Communication recognises that 

data protection is a key element for the protection of children online and empowerment to enjoy online 

benefits and safety. 

The Commission acknowledges that a combination of policies is required to deliver a Better Internet for 

Children. It expresses the preference for alternative regulatory tools by stating: “regulation remains an option, 

but, where appropriate, it should preferably be avoided, in favour of more adaptable self-regulatory tools, and 

of education and empowerment”.
144

  

Awareness is one of the key ingredients of the European Strategy for a Better Internet for 
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Children.
145

 As one of the aims of the Strategy is “stepping up awareness and empowerment”, it focuses on 

awareness and empowerment of children online and enhancement of their self-protection and self-

responsibility. The Strategy, amongst others, requires member states to include digital and media literacy in 

their school curricula by 2013 and support related public-private partnerships to develop educational and 

awareness materials for teachers and children. The Strategy also aims to scale up awareness activities and 

youth participation to reach children, parents, and teachers across the EU. Particular attention should be 

paid to the youngest and most vulnerable children. To reach this goal, the EC from 2014 undertakes to 

create an EU-wide interoperable service infrastructure with online safety information and public awareness 

tools, and guarantee platforms for youth participation. Industry is asked to promote the scaling up of 

awareness activities by supporting education providers and NGOs as well as disseminating awareness 

raising materials to their customers. 

 

7.  Code or architecture  

 

Technological tools are increasingly seen by scholars as useful measures that regulators can use to 

reach certain policy objectives in digital environment.
146

 The emerging child safety and privacy area is not an 

exception. Technology is more and more used as a regulatory tool, often as a part of regulatory strategy in 

this area.
147

 As becomes evident from two recent initiative described below, parental controls, privacy 

settings, age ratings, age-verification, reporting tools, have been hailed by the EC as the answer to concerns 

regarding children protection online, but their implementation in practise is still in an early stage. 

 

7.1 European Strategy for a Better Internet for Children 

 

Besides awareness and empowerment mentioned above, one of the main aims of the Strategy is to 

create a safe online environment. In the area of online privacy this is achieved through techno-regulation, as 

the main proposed actions include default privacy settings, parental controls, age-rating and content 

classification mechanisms.  

As regards privacy settings, the actions proposed in the Strategy are based on the presumption that it 

is not possible to find a one-size-fit-all solution for children of all ages. Therefore, age-appropriate default 

privacy settings are recognised as a necessity. Privacy settings under the Strategy fall under the 

responsibility of industry which is expected to “implement transparent default age-appropriate privacy 

settings, with clear information and warnings to minors of the potential consequences of any changes they 

make in their default privacy settings and contextual information on the privacy level of every piece of 

information required or suggested to set up an online profile”.
148

 In order to employ age-appropriate settings, 

industry also has to implement technical means for electronic identification and authentication. The task of 

the Commission in this respect is to propose in 2012 a pan-European framework for electronic 

authentication. The framework should enable the use of personal attributes (age in particular) to ensure 
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compliance with the age provisions of the proposed data protection regulation. The Commission also 

undertakes to support research and development of technical means for electronic identification and 

authentication across the EU. Finally, member states are asked to encourage the adoption of self-regulatory 

measures by industry and follow their implementation at national level as well as to support awareness 

raising activities. 

Moreover, the Strategy recognises the necessity to ensure the wider availability and use of parental 

control tools in several languages to allow parents to make an informed choice about the use of these tools. 

Therefore, industry should ensure the availability of parental controls that are simple to configure, user 

friendly and accessible for all on all internet-enabled devices available in Europe. According to the Strategy, 

the Commission will support benchmarking and testing of parental control tools and research into how age-

rating and content classification systems could be made interpretable by effective parental controls that can 

deal with a wider range of languages. It will also consider legislative measures if industry self-regulation fails 

to deliver the required results. Member states are invited to support industry’s efforts in this field and to follow 

up their implementation on devices sold on their territory, perform tests and certification cycles for parental 

control tools as well as promote their availability. 

The European Data Protection Supervisor in its recent Opinion on the Communication "European 

Strategy for a Better Internet for Children"
149

 expressed the support for the online safety initiatives and 

welcomed the acknowledgment of the importance of data protection in this context. It called for appropriate 

consideration of data protection risks and requirements by industry, member states and the Commission 

when implementing the Strategy. In this respect, the EDPS believes that references to data protection should 

be included in education campaigns about online safety. Industry should respect data protection law, obtain 

parental consent, provide more protective default privacy settings for children than for adults, implement 

warning mechanisms to alert children when they change default privacy settings. Moreover, industry should 

work to implement appropriate age-verification mechanisms, which are not intrusive from a data protection 

perspective.  

As regards advertising to children, the EDPS refers to the Article 29 Working Party opinion on 

behavioural advertising and states that there should be no direct marketing aimed at minors and that children 

should not be subjected to behavioural advertising.
150

 According to the EDPS the Commission should 

encourage industry to develop privacy friendly self-regulatory measures with respect to online advertising to 

children at EU level.  Besides self-regulation, the Commission is encouraged to explore the possibility to use 

command-and-control regulation and legislate at EU level to ensure the appropriate consideration of 

children's rights to privacy and data protection in the context of advertising. 

 

7.2 Coalition to make a better and safer internet for children  

 

Children’s safety online is one of the key commitments reflected in the Digital Agenda for Europe.
151

 

As a flagship initiative under the Europe 2020 strategy for smart, sustainable and inclusive growth, among 
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other priorities, such as creation of digital single market, interoperability, faster internet access, research and 

development, the Digital Agenda emphasises internet trust and security. In this respect, the Agenda aims to 

address online threats, such as identity theft and cyber-attacks, by developing responsive mechanisms and 

effectively enforce the right to privacy and to the protection of personal data. In order to reach this objective 

the Vice-President of the European Commission N. Kroes has initiated a coalition from 28 private companies 

working in various sectors of ICT industry (operating system providers, handset manufacturers, Internet 

Service Providers, broadcasters, social networks and mobile operators).
152

 The underlying idea of the 

Commission is that the Coalition proposes and develops, first of all technical, solutions and measures to 

make the internet a “safer place for children” which later can be embraced also by other market players. The 

areas in which the companies agreed to take action and develop solutions include: tools for users to report 

harmful content and contact, age-appropriate privacy settings, content classification, parental controls, 

effective take down of child abuse material. The Coalition has adopted the Statement of Purpose, which sets 

forth the deadlines for the performance of concrete tasks and outlines the work plan.
153

 Recently, the 

Coalition has evaluated its work in progress. Overall, it was recognised that progress has been made in all 5 

action areas, but more effort is needed to achieve the agreed goals, in particular in the areas of content 

classification and effective takedown of child abuse content.
154

 Also, a need for independent monitoring and 

review of the coalition’s work was emphasised.
155

 In the context of age appropriate privacy settings, the 

results achieved by the Coalition are quite disappointing. The Coalition members shared their own current 

practises on the protocols through which they give information and warning to users about changes in default 

privacy settings, and analysed the question whether a single standard for online privacy settings is possible. 

After a dissemination of a questionnaire among Coalition members, it became clear that to find a common 

definition of various age groups and accordingly to implement age-dependent privacy settings is a big 

challenge. A single standard for such settings is not possible across sectors.
156

 Concerning the wider 

availability and use of parental controls, the results of the Coalition’s specific working group are equally 

disappointing. Due to diversity of Coalition members and differences in cultures and approaches, no single 

solution for a “parental control”, and agreement on what would be the best way to guarantee parental 

controls to consumers could be reached.
157

 

Some stakeholders, like European Digital Rights (EDRi), an association of 32 privacy and digital 

rights organisations, have expressed criticism of this initiative. EDRi noted that this self-regulatory process is 

being used for purposes of big businesses in Europe: to promote their own products or to get a competitive 

advantage over others. It stressed that companies with a worrying reputation in concrete technological 

measures, such as Facebook in privacy settings and Microsoft in “notice and takedown” practice, became 
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responsible for the development of the same measures on European level.
158

 Moreover, EDRi noted that the 

Coalition experiences strong political pressure from the Commission to deliver quick solutions for complex 

problems. This leads to strange proposal which may infringe freedom of speech and net neutrality principle, 

such as a proposal to scan all computers using through automatic Windows updates for child abuse material 

or to whitelist all webpages of Europe.
159

 Finally, the Coalition did not collect the experiences from different 

EU countries on the identified problems, including various options already available on the market, and 

therefore the productivity of the discussions which start from scratch may be questioned. 

In summary, it could be stated that the EC still sees command-and-control regulation as a valid 

option, but prefers to avoid it in favour of more adaptable self-regulatory technical tools. A strong push 

towards the development of new solutions to protect children’s privacy and safety online by the industry is 

felt in both initiatives - the European Strategy for a Better Internet for Children and Coalition to make a better 

and safer internet for children. However, up to date none of them proposed concrete improvements and 

empowerment of children though technology online. Moreover, both initiates are questionable from a co-

regulatory perspective. The role of the EC is not clearly defined and there are no yet any binding 

commitments or enforcement mechanisms set.  

 

8. Conclusions 

 

 Having reviewed a number of regulatory initiatives it is time to draw the threads together. The 

regulation of child online privacy and safety has been analysed from the perspectives of law (command-and-

control and self-regulation), social norms, market and code.  

 In each of these areas the extent to which child-specific interests are taken into account is different. 

In command-and-control legislation on the international level, children are not considered as a specific 

category of individuals which deserve a reinforced protection. Although the UN Convention on the Rights of 

the Child grants specific rights to children, including the right to privacy, this Convention does not seem to 

benefit much children online in practise from a data protection perspective. On the contrary, the Article 8 of 

the European Convention for Protection of Human Rights and Fundamental Freedoms, although being a 

universal, non-child-specific  provision, may be seen as providing greater and more adequate privacy 

protection to children on the internet. In some cases, like KU v Finland and S and Marper v UK, based on 

Article 8 of the Convention, the ECHR has given serious consideration to the child’s right to privacy and 

afforded a higher degree of protection for minors than for adults.  

 In the EU law, there is currently no specific regime for children to protect their online privacy. 

Children are subject to general protection guaranteed in the data protection Directive 95/46/EC and E-

privacy Directive 2002/58/EC. Nevertheless, in the EU there has been an increasing recognition of the 

specific needs of children as a group and the necessity for protection tailored to their level of maturity and 

comprehension.
160

 Especially the Proposal for a General Data Protection Regulation may be seen as a 
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ground-braking point in this respect. It grants to children specific, although limited, recognition. The Proposal 

foresees several specific requirements to ensure the realisation of more adequate data protection regime for 

children, such as requirements related to transparency and accountability, specific conditions for the 

processing of children's data, a 'right to be forgotten' online, and protection from profiling.  

 On the contrary, self-regulation in the area is adapted to the specific child-related needs and 

interests, but is fragmented depending on industries or membership of a representative umbrella 

organisation. In the area of children protection there are no codes of conduct of a more general nature. The 

new Proposal for General Data Protection Regulation has already called for the adoption of such codes 

which hopefully can create a uniform system of online child privacy protection across Europe in the future. 

 Other modalities (social norms and code) take into account special issues and risks related to the 

child’s right to privacy and demonstrate a clear tendency to address child privacy online in a manner 

appropriate to the specificity and vulnerability of the individuals at risk. 

 As regards the choice of the preferred regulatory instruments, at least in the EU, there seems to be a 

trend to rely on law, especially self-regulation, and code. These two modalities are seen as viable in the 

battle against online privacy and safety risks. Not only the new Proposal for a General Data Protection 

Regulation but also the European Strategy for a Better Internet for Children and the Coalition to Make a 

Better and Safer Internet for Children entail a strong shift towards self-regulation and technological tools. 

However, the role of the European Commission is not clearly defined in these initiatives and there are no yet 

any binding commitments or enforcement mechanisms which could give hope for their effective functioning in 

the near future.  

 Finally, the EU tends to use various regulatory modalities which differ according to risk categories. 

Legislation is used partially to regulate privacy and commercial risks. Those groups of risks are also subject 

to self- and co- regulatory initiatives. Contact risks, if not criminalised by national laws, are mainly subject to 

social norms and are often mitigated through education and awareness raising measures.  

 In summary, it could be stated that there is a growing tendency to address child privacy online in a 

specific manner tailored to the specificity and vulnerability of children as Internet users, especially on EU 

level. Such tendency is particularly evident in two types of regulatory instruments, law (including self-

regulation) as well as technology. Social norms are also increasingly attracting the attention of EU policy 

makers, but law and technology as regulatory modalities currently appear to be favoured by the EU as a 

regulator. 

                                                                                                                                                                  
Guidelines and the special case of schools), 11 February 2009, WP 160, 
http://ec.europa.eu/justice/policies/privacy/docs/wpdocs/2009/wp160_en.pdf. Recital 29 of the Proposal for a Regulation of the 
European Parliament and of the Council on the protection of individuals with regard to the processing of personal data and on the free 
movement of such data (General Data Protection Regulation), COM (2012) 11 final, available at http://ec.europa.eu/justice/data-
protection/document/review2012/com_2012_11_en.pdf 
 

http://ec.europa.eu/justice/policies/privacy/docs/wpdocs/2009/wp160_en.pdf
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