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1. Abstract 
 
In 2005 Cochrane and Piazzesi published their paper Bond Risk Premia in the American Economic Review. In this 
paper the authors show that one to five year forward rates are able to forecast US bond returns with R

2
’s up to 

36%. 
This paper has generated a number of other papers including the paper Bond Risk Premia and Realized Jump 
Risk of Wright and Zhou (2009). They show that augmenting the regression of excess bond returns on the term 
structure of forward rates (Cochrane and Piazzesi (2005)) with an estimate of the mean realized jump size 
almost doubles the R

2  
to 60%. This variable is constructed by estimating jumps in intraday prices using high 

frequency data and subsequently taking the rolling average of all the jumps over the last two years.  
In this paper we replicate the findings of Wright and Zhou (2009) and present a refinement of their jump mean 
variable, namely return jump mean. We show that this variable performs better in the regression models: An R

2 

of 67% in the regression together with the forward rates compared to 48% for the jump mean variable of Wright 
and Zhou (2009). The return jump mean variable also performs well in investment strategies. We show that 
using a revised version of this variable we achieve an information ratio of 0.64 for our in-sample period and 0.52 
for the out-of-sample period.  
We show that the jump mean and return jump mean have a low correlation with mean reversion, indicating that 
these variables are related but not the same. This indicates that there is added value in these variables above 
mean reversion. In our final regression model we achieve an R

2
 of 72% using the forward rates, return jump 

mean and mean reversion as explanatory variables. 
In addition we study the relation between macro-economic news announcements and jumps in bond future 
prices and show that announcements with the largest impact on bond future prices are related to employment, 
inflation and confidence announcements. This confirms the findings of Balduzzi (1997). About 44% of all the 
jumps are caused by macro-economic announcements.  
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2. Related Literature 
 
In recent years much academic research has been done in the field of bond forecasting literature. The authors 
have found significant forecastable variation in US excess bond returns. First we refer to some key research (that 
forms the basis of new results), and then we will continue with some new ideas presented in recent literature.  
 

2.1. Classics  
Fama and Bliss (1987) find that the spread between the n-year forward rate and the one-year yield predicts (one 
year) excess returns of the n-year bond (n=2,3,4 and 5). The R

2
 reported is 18%. Campbell and Shiller (1991) use 

yield spreads to forecast excess returns. Ilmanen (1995) uses a small set of global instruments to predict bond 
excess returns in six different countries. Cochrane and Piazessi (2005) recently showed a large amount of 
predictability of US excess bond returns (with an R

2 
of 35%) with maturities ranging from two to five years using 

a linear combination of forward rates. The Cochrane and Piazessi (CP) paper has become a benchmark in the 
literature. It is cited to by a number of other papers.  
Robeco has already analysed these papers and uses the most relevant ideas from these in quantitative 
investment strategies. For this internship we focus more on the recent research. 
 

2.2. Recent literature  
Ludvigson and Ng (2009) investigate the predictable power of macro factors to forecast one-year excess returns. 
They find predictable variation in one year excess bond returns that is associated with macroeconomic activity, 
even after controlling for the CP forecasting factor, with R

2
’s up to 45%. 

 
Greenwood and Vayanos (2008) find that a larger proportion of long term debts predict positive bond excess 
returns, on top of the CP factor and the slope of the yield curve. The proportion of long term debt is positively 
related to the steepness of the yield curve. A steeper curve is known to predict positive bond returns because of 
time varying risk premia. This is known as a carry strategy where you borrow against a low rate and invest at a 
high rate in the longer maturity bonds.  
 
Faust and Wright (2009) find that using the CP factors is most significant when estimation is based on 15 
minutes around 10 important macro-economic news announcements. They show a strategy based on estimated 
coefficients for these 15 minutes applied to monthly positions improves over using the more noisy coefficients 
obtained from monthly return data, with a Sharpe ratio of 0.52 versus -0.18 for the 10-year future.  
 
Almeida et al (2008) use arbitrage-free affine term structure models to explain bond and interest rate options 
(caps) simultaneously. The output contains factors with predictive power for bond markets. They argue that 
interest rate options may contain information about the risk premium because their prices are sensitive to the 
volatility and market prices of the risk factors that drive interest rates.  
 

2.3. Wright and Zhou (2009) 
Wright and Zhou (2009) augment the regression model of CP with measures of Implied Volatility, Realized 
Volatility, Jump Intensity, Jump Mean and Jump Volatility. The authors use high-frequency Treasury bond futures 
data to construct realized volatility and jump risk measures. Assuming that the price of an asset (a bond in this 
paper) follows a jump-diffusion process, the authors take a direct approach to identify realized jumps based on 
Barndorff-Nielsen and Shephard (2004, 2006). This approach uses high-frequency data to decompose realized 
volatility into separate continuous and jump components (see Huang and Tauchen (2005) and Andersen, 
Bollerslev, and Diebold (2007) as well) and hence to detect days on which jumps occur and to estimate the 
magnitude of these jumps. The jump mean variable in this paper has power to forecast future US bond returns 
with an R

2
 of 15%. Including the forward rate variables of Cochrane and Piazzesi (2005) into the model, the R

2
 

increases to 60%.   
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We choose this paper for further research. It shows promising results and uses a new source of data: high 
frequency (Intraday). This is not used within Robeco yet.  A plus is that the data is easy to update from 
Bloomberg. Intraday data are available for the last 50 days for different countries. After a meeting with the 
portfolio managers we have agreed to further investigate the idea in this paper.  
First we want to replicate and check the results in the paper. Furthermore we want to get more intuition into the 
data and the results.  
 
 
Our second preference for further research was the paper of Ludvigson and Ng (2005), Macro Factors in Bond 
Risk Premia. This paper shows good empirical results, however the technique used in the paper (summarize 
macro-economic data using principal component analysis) is already analyzed within Robeco (with promising 
results) and shows therefore overlap with previous research done on macro data. 
 
The same holds for the paper of Faust and Wright (2009), Risk Premia in the 8:30 Economy. The idea presented 
in the paper is interesting, but it leans towards Cochrane and Piazzesi (2005) which is already extensively studied 
within Robeco.  
 
The results of Greenwood and Vayanos (2008) are less promising. The debt maturity is a very slow variable (high 
autocorrelation) and the results are not robust over subintervals. The authors split the sample in two and find 
predictability only in the second part of the sample. Also the intuition is not clear.  
 
The model of Almeida et al (2008) is complex and not transparent. Moreover, the result is not consistent with 
the disappointing results for implied volatility of Wright and Zhou (2009). In their paper the implied volatility 
variable is highly insignificant with an R

2
 of less than 1%.  
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3. Data 
 

3.1. Source 
For constructing excess returns, yields and forward rates, we used end-of-month data on zero-coupon bonds 
from the CRSP Fama-Bliss dataset. The CRSP data consists of end-of-month prices of one to five-year US zero 
coupon bonds. The data are available for students and employees of Tilburg University at the WRDS.com 
(Wharton Research Data Services).  
We also use bond data from Datastream and JP Morgan (market standard for bonds) to compare it to the CRSP 
data. The latter is mostly used in academic research.  
We obtained the intraday data (US 10-year futures) from Tickdata.com. Complete futures & index data by 
symbol costs 650 USD. Wright and Zhou (2009) consider 30-year futures, but we choose for the 10-year future, 
since the latter is more liquid (higher volume, lower bid-ask spread). Intraday 10-year futures data is available 
from January 1983 till October 2009, but before 1989 data is available only from 8:00 AM Chicago time. For our 
research however it is crucial to also consider data around 7:30 Chicago time, since around this time there are 
often macro-economic data releases in the US, which usually cause extreme price movements. Therefore we 
start our analysis from January 1989.  
With each order Tickdata includes a database management software, TickWrite, which enables users to create 
ASCII files custom-tailored to their needs.  TickWrite can construct time intervals of any granularity, generate 
continuous futures files, and adjust for rollover gaps.  
We look at five-minute frequency from January 1989 till October 2009. The five-minute frequency is the standard 
in the literature for high frequency data. Data at higher frequencies are subject to market microstructure noises 
like the bid and ask bounce. For each day we look at the period from 7:20 till 14:00 Chicago time. This means we 
have a total of 80 observations for each day. Our in-sample set is from January 1989 till December 2002 and our 
out-of-sample analysis is based on the period January 2003-October 2009. By explicitly choosing an out-of-
sample period, we try to avoid data mining.  
 

3.2. Quality and availability 
The data availability (10 year US future from Tickdata) is better for the second part of the sample than the first 
part as follows from the figure below.  
 

Figure 1: # of observations each day 
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We (ideally) should have 80 observations for each day, but for the first part of the sample there are a lot of 

‘holes’ in the data as follows from Figure 1. Missing observations are because of no trade within that five-minute 

interval or because of shorter trading days like 24 and 31 December.  
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We have in total for 41% of all trading days 80 observations. In case of no data for a specific time, we fill the 

empty interval with the price of the previous observation.  Therefore, for our analysis we do have 80 data points 

for each day.   

 

The same pattern follows from the table below. For the first 7 years of our sample only for 2% of the days we 

have a total of 80 observations. For the periods 1996-2002 and 2003-2009 the percentage increases to 

respectively 27% and 94%. The 2% for the first 7 years is not much, but the average number of observations for 

each day for the same period is 65, which is still considerable. For the periods 1996-2002 and 2003-2009 the 

average number of observations increases to 73 and 79.  

 

 

Table 1: Data availability for different sub periods 

period # days with 80 obs. # total days % days with 80 obs. average # obs. 

     

1989-1995 43 1763 2% 65 

1996-2002 475 1753 27% 73 

2003-2009 1619 1724 94% 79 

 
 
Another interesting feature is to look at the data availability for different time points. As follows from the figure 

below at 7:20 AM there is always data available. The availability declines till noon and increases after that. Lower 

availability coincides with lower volume. This pattern is common within high frequency data.  Around lunch time 

there is less data available and also the traded volume is less.  

 

Figure 2: % available observations for each time point 

Availability Data 

0.8

0.82

0.84

0.86

0.88

0.9

0.92

0.94

0.96

0.98

1

7:
25

7:
40

7:
55

8:
10

8:
25

8:
40

8:
55

9:
10

9:
25

9:
40

9:
55

10
:1

0

10
:2

5

10
:4

0

10
:5

5

11
:1

0

11
:2

5

11
:4

0

11
:5

5

12
:1

0

12
:2

5

12
:4

0

12
:5

5

13
:1

0

13
:2

5

13
:4

0

13
:5

5

Time (Chicago)

%
 a

va
ila

bl
e 

ob
se

rv
at

io
ns

 

 
 
 
Intraday data is also available from Bloomberg, but only for the last 50 days. To check the quality of our source 
we compared data from Tickdata to Bloomberg. See the figure below for 16 October 2009. 
The two lines are very close (we see similar patterns for other days) and when there is a difference it is either 
1/64 or 1/32. This could be caused by rounding errors, since future prices (in the US) are always noted in fractions 
instead of decimals or timing and source differences. In general however the quality of the data looks good.  
 
 
 
 



 9 

 
 

Figure 3: Comparison intraday data from Bloomberg and Tickdata 
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We use Bloomberg also as our source for updating the data.  
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4. Method 
 
In this section we give an outline of the technique used to determine jumps in the time series of future (or more 
generally asset) prices. A jump is informally defined as an extreme change in the price in a short time window.  
We illustrate the method with a theoretical example. Next we continue with the formal procedure and after that 
we give an example using real data. At the end of this chapter we present the definitions of the variables used in 
the forecast regressions.  
 
 

4.1. Theoretical example jump statistic    
In this section we give an example to illustrate the method presented in this paper to detect jumps in intraday 
prices.  In the next section we give the formal definitions of the variables. 

The method is based on the difference between realized volatility (RV) and bi-power variation (BV). Assuming 

that the volatility of an asset consists of two parts, a continuous and a jump component, the RV measures both 

parts, while BV measures only the continuous part. The difference between the two denotes the jump. Based on 

this idea you can derive various test statistics to derive whether the difference is significant or not. 
In the figure below the intraday log returns of a fictional day is shown. The letters denote absolute five-minute 
returns.  

Figure 4: Intraday absolute log returns of an asset 

theoretical example

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

a b c d e f g h i j

return bars

ab
s 

lo
g 

re
tu

rn
s 

(in
 %

)

 
The figure above graphs the (theoretical) intraday absolute log returns of an asset.  The return corresponding to the ‘h’ bar is much larger 

compared to the rest. 
 

Looking at the graph one would expect a jump, since one of the returns (h) dominates the other ones in size. The 
RV and BV for this day are equal to: 
 

222 ... jbaRV +++=  

)...(
9

10

2
ijbcabBV +++=

π
 

RV measures the total price variance (both continuous part and the jump component) during a trading day, 
while the BV measures only the continuous part of the variance. A large difference between these two indicates a 

jump. The RV here gets dominated by the 
2h  part. In the BV the h -return appears twice:  gh  and hi . These 

two products are much smaller than 
2h  and this is what causes the RV to be larger than the BV. The example 

provided here gives the essence of the method to determine jumps in asset prices.  To formally test for a jump, 
we use the test statistic presented in the next section.   
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4.2. Realized volatility and Bi-power variation 
To identify jumps we use high-frequency Treasury bond futures data to construct realized volatility and jump risk 
measures. Assuming that the price of an asset (a bond future in this paper) follows a jump-diffusion process, we 
take (following Wright and Zhou (2009)) a direct approach to identify realized jumps based on Barndorff-Nielsen 
and Shephard (2004, 2006). This approach uses high-frequency data to decompose realized volatility into 
separate continuous and jump components (see Huang and Tauchen (2005) and Andersen, Bollerslev, and 
Diebold (2007) as well) and hence to detect days on which jumps occur and to estimate the magnitude of these 
jumps. We use intraday (high frequency) 10-year Treasury bond future data to construct realized variance and 
jump measures. We follow the same approach and notation as Wright and Zhou (2009).  

Let ts  denote the logarithmic asset price at time t. It is assumed that this quantity evolves as a continuous-time 

jump diffusion process. It is expressed in stochastic differential equation as:  
 

tttttt dqJdWdtds ++= σµ  

 

where tµ and tσ  are the drift and the strictly positive (stochastic) volatility functions. tW is a standard Wiener 

process and tq  is a counting process with intensity tJI  (possibly time varying), and tJ is the corresponding 

(log) jump size with mean tJM  and variance 
2

tJV . Also the jump mean and variance are allowed to be time 

varying in a completely unrestricted way. Time t is measured in daily units and the intraday returns are defined 
as: 
 

∆⋅−∆⋅ −≡ )1(,,, jtjt
s
jt ssr  

 

Here, 
s
jtr , denotes the j-th intraday return on day t and ∆ is the sampling frequency within a day. This means 

that there are a total of 1/∆ observations every trading day. In the literature it is common to use five-minute 
intervals rather than more frequent observations. This is because more frequent observations may be subject to 
distortion from market microstructure noise like the bid-ask bounce (See Ait-sahalia et-al. (2005) and Bandi and 
Russell (2006)). 

The quadratic variation process over day t of the cumulative return process, 
s

tr , is then: 

 
 

                                                                                                                            (1) 

 

where the second part of the summation in the RHS of (1) is equal to the squared jumps occurred at day t. Of 
course, in the absence of jumps, it is equal to zero and the quadratic variation process becomes the integrated 
volatility of the continuous sample path component.  
Barndorff-Nielsen and Shephard (2004) propose in their paper two general measures for the quadratic variation 
process, namely realized variance (RV) and realized bi-power variation (BV). These two measures converge 
(uniformly as the sampling frequency ∆ →  0 or equivalently the number of observations m = 1/∆ ∞→ ) to 

different functionals of the underlying jump-diffusion process: 
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                                                                                                          (3)                                                     

As follows from (2) and (3) realized variance and bi-power variation coincide (in the limit) in case of no jump and 
the difference is strictly positive when there is a jump. This is the basis of the method to identify jumps.   

∫∫
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4.3. Test statistics 
A number of jump detection techniques are proposed by Barndorff-Nielsen and Shephard (2004). Wright and 
Zhou (2009) use in their paper the ratio statistic favored by Huang and Tauchen (2005) and Andersen et al. 
(2007). We apply the same measure which is defined as: 
 

t

tt
t RV

BVRV
RJ

−
≡  

 

tRJ  is a measure of the relative jump. The test statistic based on it is: 

)1,0(
1

]5)
2

[( 2

N

TP
m

BVRV
ZJ

d

t

tt
t →

−+

−
≡

π
π

                                                                                                           (4) 

 
This test statistic 

1
 has in the limit (as the number of observations ∞→m ) under null a standard normal 

distribution. However Huang and Tauchen (2005) report based on their simulations that tZJ  in (4) tends to 

over-reject the null hypothesis of no jump.  Huang and Tauchen (2005) find that the ratio-statistic,  
 

)1,0(

),1max(
1

]5)
2

[(
2

2

N

BV

TP

m

RJ
ZJ

d

t

t

t
t →

−+

≡

π
π

                                                                                   (5)                              

 
is very closely approximated under the null by a standard normal distribution. Moreover, they find that this test 
statistic in (5) has great power (small type II error). We follow Andersen et al. (2007) and Wright and Zhou 
(2009) and use (5) as our test statistic.  
Huang and Tauchen (2005) showed that this test is quite accurate in detecting jumps in Monte Carlo 
simulations.    
  
Following Tauchen and Zhou (2010) and Wright and Zhou (2009) we assume that there is at most one jump 
each day and that when a jump in the future price occurs the jump dominates the return on that day.  Using 
these assumptions, we can filter out the realized jumps in future prices as: 
 

)( 1*)(*)( −Φ≥

∧

−=
αtZJtt

s
tt IBVRVrsignJ                                                                                                             (6) 

 

The Φ is (6) is the cumulative distribution function (CDF) of a standard normal random variable. 
)( 1−Φ≥ αtZJ

I  is 

the indicator function which takes the value 1 if the test statistic exceeds the critical value and α is the 
corresponding significance level. Here we choose α equal to 0.0001 (corresponding to a critical value of 3.719). 
The small significance level is justified since we are interested only in extreme market movements. Andersen et 

                                                 
1   tTP  is the tri-power quarticity, and as show by Barndorff-Nielsen and Shephard (2004) is holds: 
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al. (2007) document that for their sample (1990-2002 30-year T-bond) taking a significance level of 0.0001 
produces jumps at 7.6% of the days. Wright and Zhou (2009) do not mention their significance level, but they 
also find jumps at 8% of the days for their sample (1982-2006 30-year T-bond). 
 

4.4. Example jump statistics using real data 
Below in Figure 5 two graphs are shown. The first one denotes a continuous price movement, while the second 
shows a ‘jump’.  This example is meant to show that the method used to filter jumps from intraday data is able 
to discriminate between large continuous price movements and jump components. 

 

Figure 5: Two examples of large intraday price changes  
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The two figures above graph the intraday price movements of the 10 year US bond future at five minutes frequency. The first figure graphs a 

day with large return but continuous movements and the second figure denotes a ‘jump’ in the intraday price movements. 

 
As explained in the text the RV measures the total price variance (both continuous part and the jump 
component) during a trading day, while the BV measures only the continuous part of the variance. To look for 
jumps, determine whether the difference between the two is significant.  
Since both RV and BV are variance measures and therefore not in the same dimension as the price and the 
returns we will denote here the square root of the two to have more feeling for the numbers.  
The first graph in Figure 5 follows from the price movement at June 4 1986.  The square root of the RV and the 
BV statistics are for this day equal to: 

RV =  1.60%      

BV =  1.62% 

The square root difference between RV and BV (if significant) denotes the jump size, but the two values are close 
to each other and the difference is not significant (therefore no jump at this day) as follows formally from the 
test: 

ZJ = -0.28 < 3.72 (= critical value corresponding to α = 0.0001). 

As you can see, the BV is slightly larger than the RV (this corresponds to a negative value of ZJ). This might seems 
strange since RV measures the total price variance and BV measures only the continuous part of the variance, 
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but in the absence of jump the two statistics measure the same parameter and in a finite sample it can happen 
that BV becomes (slightly) larger. 
 
The second graph in Figure 5 follows from the price movement at April 29 1997. From the figure you can see an 
extreme price movement around 7:30 (Chicago time). Around this time there often are macro-economic data 
releases in the US (for example unemployment, CPI, PPI). One would expect a jump from a formal test. The RV 
and BV statistics are for this day equal to: 

RV =  0.91%    

BV =  0.40% 

Unlike the previous example there is a big difference here between RV and BV. The question is, is it significant? 
The null hypothesis of no jump is rejected with great confidence: 

ZJ = 9.21 > 3.72 (= critical value corresponding to α = 0.0001). 
The (log) jump size equals the square root difference between RV and BV: 
Sqrt(0.91%^2 - 0.40%^2 ) = 0.82%.  
Looking at the graph, you can see that there is a jump between 7:30 AM and 7:35 AM. The closing prices at 7:30 
and 7:35 were 105.53 respectively 106.44. The log difference of the two prices is: log(106.44) – log(105.53) = 
0.86%, which is very close to the estimated jump size.  
 
The same pattern is visible if you look at the five-minute returns at the same days. The first graph in Figure 6 
follows from the returns at June 4 1986, the second from April 29 1997.  
 

Figure 6: Intraday five-minute absolute log returns 
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The two figures above graph the intraday five-minute absolute log returns of the 10 year US bond future for the same days as in Figure 5. 

Again the first figure graphs a day with large return but continuous movements and the second figure denotes a ‘jump’ in the intraday price 
movements. 

 
For June 4 1986 there are different large return bars corresponding to large but continuous price movements, 
while for April 29 1997 there is clearly one bar extremely larger than the rest, corresponding to a jump in the 
future price.  
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4.5. Variable definitions 
After identifying the jumps we can then, like Wright and Zhou (2009), estimate the jump mean, volatility and 
intensity as: 
 

DaysTradingTotalofNumber

DaysJumprealizedofNumber
JI t =  

 

JumpsrealizedofMeanJM t=  

 

JumpsrealizedofDeviationStJVt .=  

 
The next step is to investigate the forecast power of these jump measures for bond excess returns. Wright and 
Zhou (2009) already showed that an estimate of the jump mean has great power to forecast one year bond 
excess returns.  
 
We want to replicate the results of Wright and Zhou (2009) and check whether we can get similar results.  
Our estimates of bond future realized volatility, jump mean, jump volatility and jump intensity are based on 10-
year Treasury bond futures. We look at data at five-minute frequency from January 1989 till October 2009, 
obtained from tickdata.com. For each day we look at the period from 7:20 till 14:00 Chicago time 
(corresponding to 8:20 till 15:00 New York time). This means we have a total of 80 observations for each day. 
We use the data to calculate (continuously compounded) returns as the log difference in the future quotes, as 
explained in the section method. We continue to calculate realized volatility and bi-power variation at daily 
frequency, test for jumps on each day, and estimate the magnitude of the jumps on those days when jumps are 
detected. Again using the technique explained in the section method.   

Let 
DAILY

jtD −  denote the dummy variable, which takes the value 1 when a jump is detected at day t and is 0 

otherwise, and tJ
∧

 denotes the corresponding jump size at day t.   
For our empirical work, let the h-month rolling average realized volatility, jump mean, jump volatility and jump 
intensity be defined as (in the formulas below 22 refers to the # of trading days each month): 
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The jump mean and volatilities are calculated only over days where a jump is detected. Wright and Zhou (2009) 
take one-month rolling window for realized volatility, since it can be estimated accurately with a fixed span of 
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sufficiently high-frequency data. Also for realized volatility you have one observation for every day. This is 
certainly not the case for jumps; given the presumption that jumps in asset prices are both rare and large. Wright 
and Zhou (2009) therefore argue that you need much longer rolling window for calculating the jump mean, 
jump volatility and jump intensity. They take the parameter h equal to 24 months or 12 months. The tradeoff in 
choosing h is that a shorter window gives a noisier but also timelier measure of agents’ perceptions of jump risk. 
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5. Replication Wright and Zhou 
 
In this section we replicate the results of Wright and Zhou (2009). The first objective is to see whether we get 
similar results. Notice that we can not exactly replicate their findings, since we have a different sample period 
and our analysis is based on the 10-year US future while Wright and Zhou (2009) use the 30 year future.  
 

5.1. Bond return regression models 
Wright and Zhou (2009) use in their paper realized volatility and jump risk measures (as constructed in the 
previous section) to forecast excess bond returns. We use end-of-month data on zero-coupon bonds from the 
CRSP Fama-Bliss data to construct excess returns. We use the following notation for log bond prices: 

=)(n
tp log price of the n-year discount bond at time t. 

The log yield is denoted by: 

)()( 1 n
t

n
t p

n
y −= . 

 
Following Cochrane and Piazzesi (2005) we write the log forward rate at time t for loans between time t + n - 1 
and t + n as: 
 

)()1()( n
t

n
t

n
t ppf −= − . 

 
We denote the log return from buying an n-year bond at time t and selling it as an n-1 year bond at time t + 1 as: 
 

)()1(
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n
t ppr −= −

++
. 

 
We write one-year log excess returns by: 
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We use over bars to denote averages across maturity: 
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All the regressions for excess bond returns that we consider in this section are nested within the specification: 
 
 

1765
1
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3
3
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101 ++ ++++++++= t
h

t
h
t

h
tttttt JVJIJMRVfffex εββββββββ                                 ( 7) 

 
In this section we copy the settings of Wright and Zhou (2009), using their variables and also a one-year holding 
period. The next sections will include other (our own) variables and we will also consider shorter holding periods 
(3 months). 
Using just the forward rates in the regression you get Cochrane and Piazzesi (2005), except that, following 
Wright and Zhou (2009) we use three forward rates instead of five, to minimize the near-perfect collinearity 
problem. Also the R

2
 of the CP regression with three forward rates is nearly the same as the regression using al 

the five forward rates (the difference is less than 1 percentage point).  
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5.2. Graphs and summary statistics forecast variables 
The figure below graphs the realized jumps for our in-sample period (1989-2002). For the first part of the 
analysis we will only look at excess returns until end of 2002 (jump variables until end of 2001 because of one-
year holding period). We do this to minimize the risks of data mining. In the next sections we will perform (again 
for our in-sample period) some robustness checks and after choosing our optimal model, we perform an out-of-
sample analysis until end of 2009. 
 
 

Figure 7: Estimated daily jumps for the 10-year US bond future (in basis points), constructed as described in the text. 
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Using the realized jumps graphed in Figure 7 we can construct our jump variables described previously. For our 
complete sample jumps occur on about 8% of the days, which is similar to Wright and Zhou (2009) and 
Andersen et all (2007). We use 24-month rolling windows for the construction of the jump intensity, jump mean 
and jump volatility. This seems a long rolling window, but since jumps are rare (on average 2 jumps a month), 
we need a long rolling window to have enough observations to construct our variables. In the robustness section 
we will also look at a one-year rolling window. For Realized Volatility however we take a rolling window of one-
month, since in contrast with the jump variables we have for the RV an observation for each day and we do not 
need a long horizon to get an accurate estimate of the mean.  
The figure below plots the one-month rolling window of the realized volatility: 
 

Figure 8: Realized volatility for the 10-year US bond future (in annualized percentage points) using a one-month rolling window, 
constructed as described in the text. 

Realized Volatility

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

D
ec

-9
0

A
pr

-9
1

A
ug

-9
1

D
ec

-9
1

A
pr

-9
2

A
ug

-9
2

D
ec

-9
2

A
pr

-9
3

A
ug

-9
3

D
ec

-9
3

A
pr

-9
4

A
ug

-9
4

D
ec

-9
4

A
pr

-9
5

A
ug

-9
5

D
ec

-9
5

A
pr

-9
6

A
ug

-9
6

D
ec

-9
6

A
pr

-9
7

A
ug

-9
7

D
ec

-9
7

A
pr

-9
8

A
ug

-9
8

D
ec

-9
8

A
pr

-9
9

A
ug

-9
9

D
ec

-9
9

A
pr

-0
0

A
ug

-0
0

D
ec

-0
0

A
pr

-0
1

A
ug

-0
1

D
ec

-0
1

 
 



 
19 

B
elo

w
 yo

u can see the graphs o
f the ju

m
p variables. The R

V
 is less sm

o
o

th (because o
f the sho

rter ro
lling

 
w

indo
w

) co
m

pared to
 the ju

m
p

 m
ean, jum

p in
tensity and the jum

p vo
latility. The ju

m
p m

ean w
ill appear to

 be a 
significan

t fo
recast variable o

f the o
ne-year bo

nd excess return
s.   

  
Fig

u
re
 9
: R

ealized jum
p risk m

easures. 24
-m

o
nth rolling estim

ates of the jum
p m

ean, jum
p intensity and jum

p vo
latility, co

nstructed as 
described in the text. 

Jum
p Intensity

0.04

0.06

0.08

0.1

0.12

0.14

0.16

Dec-90

Apr-91

Aug-91

Dec-91

Apr-92

Aug-92

Dec-92

Apr-93

Aug-93

Dec-93

Apr-94

Aug-94

Dec-94

Apr-95

Aug-95

Dec-95

Apr-96

Aug-96

Dec-96

Apr-97

Aug-97

Dec-97

Apr-98

Aug-98

Dec-98

Apr-99

Aug-99

Dec-99

Apr-00

Aug-00

Dec-00

Apr-01

Aug-01

Dec-01

Jum
p V

olatility

0.15

0.2

0.25

0.3

0.35

0.4

Dec-90

Apr-91

Aug-91

Dec-91

Apr-92

Aug-92

Dec-92

Apr-93

Aug-93

Dec-93

Apr-94

Aug-94

Dec-94

Apr-95

Aug-95

Dec-95

Apr-96

Aug-96

Dec-96

Apr-97

Aug-97

Dec-97

Apr-98

Aug-98

Dec-98

Apr-99

Aug-99

Dec-99

Apr-00

Aug-00

Dec-00

Apr-01

Aug-01

Dec-01

Jum
p M

ean

-0.1

-0.08

-0.06

-0.04

-0.02 0

0.02

0.04

0.06

0.08

0.1

0.12

Dec-90

Apr-91

Aug-91

Dec-91

Apr-92

Aug-92

Dec-92

Apr-93

Aug-93

Dec-93

Apr-94

Aug-94

Dec-94

Apr-95

Aug-95

Dec-95

Apr-96

Aug-96

Dec-96

Apr-97

Aug-97

Dec-97

Apr-98

Aug-98

Dec-98

Apr-99

Aug-99

Dec-99

Apr-00

Aug-00

Dec-00

Apr-01

Aug-01

Dec-01

 
        



 20 

 
 
 

Some summary statistics for the key variables are given in Table 2. The averages of the jump intensity, jump 
mean and jump volatility for this sample are respectively 11%, 2 basis points and 28 basis points. The average of 
the jump mean does not seem to be large, but remember that we take the average over positive and negative 
jumps. Turning to the correlation matrix, you can see that the excess returns are highly correlated. Also the 
forward rates are positively correlated.  The jump mean variable is fairly negatively correlated with the excess 
returns.  

 
 

 ex 2 ex 3 ex 4 ex 5 f1 f3 f5 RV JI JM JV 

mean 1.05 1.82 2.43 2.67 5.03 6.14 6.36 0.31 0.11 0.02 0.28 

std 1.46 2.82 3.95 4.91 1.10 0.89 1.04 0.14 0.02 0.04 0.04 

            

corr matrix            

 ex 2 ex 3 ex 4 ex 5 f1 f3 f5 RV JI JM JV 

ex 2 100% 98% 96% 93% 32% 57% 45% 0% 7% -38% 22% 

ex 3  100% 99% 97% 29% 57% 46% 3% 4% -39% 22% 

ex 4   100% 99% 27% 60% 52% 5% 7% -38% 23% 

ex 5    100% 27% 62% 54% 6% 5% -38% 25% 

f1     100% 62% 31% -12% 14% -44% 41% 

f3      100% 90% 8% 33% -25% 32% 

f5       100% 7% 38% 2% 13% 

RV        100% -28% 8% -3% 

JI         100% 1% 2% 

JM          100% -78% 

JV           100% 
Table 2: Summary statistics and correlation matrix for excess returns, forward rates, and jump measures for the sample 1991-2002. All the 

variables are in percentages except jump intensity (raw value). 
 
 

All the variables in Table 2 are in percentages expect the jump intensity. The average excess returns increase with 
maturity: 1.05% for the two year bond versus 2.67% for the five year bond. This higher return comes with greater 
risk: 1.46% standard deviation for the two year bond versus 4.91% for the five year bond.  
 

Since the 2, 3, 4 and 5 year US bond excess returns are strongly positively correlated we take, following Wright 
and Zhou (2009), the average of these variables in the regression analysis. So the y-variable is equal to: 
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5.3. Main results replication Wright and Zhou (2009) 
In this section we present the regression model estimates of the jump variables as presented in Wright and Zhou 
(2009). Table 3 shows the coefficient estimates, the corresponding t-values and R

2
‘s for different specifications 

of (7). The settings are as follows: one-year holding period, two-year rolling window for the jump variables (one-
month for RV), the y-variable in the regression is the excess returns on a bond (average 2 to 5 year) over those 
on a one-year bond. In this table the forward rates are not included in the regressions. The jump mean variable is 
on its own a significant negative predictor of bond excess returns as follows from the t-value and the R

2
. This 

implies that positive jumps are followed by negative excess returns and visa versa. The R
2
 of the jump mean is 

comparable with using one single forward rate with a matching maturity, Fama-Bliss (1987).  This is in contrast 
with the other variables.  
 
For the jump volatility you get an R

2
 of 6%, however the variable is not significant. The RV and JI show no 

predictive power at all. These results coincide with the findings of Wright and Zhou (2009).  
We look here only at our in-sample period: 1991-2002. We use intraday data of the 10-year US future starting 
from 1989, but we use two-year rolling window and therefore our first estimate of the jump variables is from the 
beginning of 1991. We use a one-year holding period, therefore the last estimate of the jump variables is at 
December 2001 (for the excess returns it is December 2002). 
 
From Table 2 we observe that the standard deviation of both jump mean and jump intensity is 4 basis points. So 
an increase of one standard deviation of the jump mean variable means ceteris paribus a decease of 1.2% in the 
average excess return (-30.20 * 0.0004). An increase of one standard deviation of the jump volatility variable 
means (again ceteris paribus) an increase of 0.76% in the average excess return (19.02 * 0.0004). However one 
has to be careful with the interpretation of this last example, since the jump volatility is not significant.  
 

 Intercept t-value variable t-value R2 

JI 0.01 0.26 0.09 0.24 0% 

JM 0.02 3.03 -30.20 -2.15 15% 

JV -0.03 -0.66 19.02 1.13 6% 

RV 0.02 1.36 0.16 0.44 0% 

      

sample 1991:2002     

Table 3: This table reports coefficient estimates in a regression of the excess returns on a bond (average 2 to 5 year) over those on a one-
year bond, with a holding period of 12 months, an one-month rolling window of realized volatility, and 24-month rolling windows of the 

bond jump mean, jump intensity and jump volatility. Observations are at the monthly frequency (end-of-month).  The t-values are based on 
Newey-West standard errors. 

 

Table 4 shows the results from other specifications of (7), but now with the forward rates included. The 
coefficients of the forward rates show more or less the well-known tent pattern. However the pattern is not as 
strong as in Cochrane and Piazzesi (2005), but this is also an other sample. Running the regression of the excess 
returns using the forward rates alone gives an R

2
 of 41%, which is a lot and similar to the findings in Cochrane 

and Piazzesi (2005). Including the jump mean variable into the regression the R
2
 increases to 48%, however the 

jump mean looses a bit of its significance (significant at 5%, but not at 2.5%) compared to the case with no 
forward rates included in the regression. This is a bit different than the results of Wright and Zhou (2009). For 
their sample (1982-2006) the jump mean remains strongly significant with t-values and R

2
’s around respectively 

-6 and 60%. However in the next chapter we will present a refinement of the jump mean variable, which will 
perform much better than the jump mean even after including the forward rates in the regression.   
 
Meanwhile, the realized volatility, jump volatility and jump intensity show no predictive power, also after 
including the CP variables in the regression.   
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The coefficient of the jump mean variable in the multivariate regression of Table 4 is not much changed 
compared to the univariate regression, suggesting that the forward rates and the jump mean variable measure 
different components of the bond risk premium. This also suggests that the interpretation of the jump mean 
variable as presented in this section does not change much.  
 
 
 

 Intercept t-value f1 t-value f3 t-value f5 t-value variable t-value R2 

CP -0.11 -2.48 -1.16 -1.44 5.08 3.17 -1.92 -1.44   41% 

CP + JI -0.10 -1.82 -1.11 -1.54 4.93 3.23 -1.67 -1.32 -0.20 -0.62 43% 

CP + JM -0.09 -2.33 -1.14 -1.46 3.55 2.93 -0.73 -0.77 -24.16 -1.71 48% 

CP + JV -0.12 -2.00 -1.17 -1.42 4.95 2.93 -1.83 -1.28 3.22 0.24 42% 

CP + RV -0.11 -2.33 -1.28 -1.47 5.34 3.07 -2.06 -1.45 -0.28 -1.01 42% 

            

sample 1991:2002           

Table 4: This table reports coefficient estimates in a regression of the excess returns on a bond (average 2 to 5 year) over those on a one-
year bond, with a holding period of 12 months, an one-month rolling window for realized volatility, and 24-month rolling window for the 

bond jump mean, jump intensity and jump volatility. Observations are at the monthly frequency (end-of-month).  In these regressions also 
the 1-, 3- and 5-year forward rates (CP variables) are included.  The t-values are based on Newey-West standard errors. 

 
In this section we replicated the results presented in Wright and Zhou (2009). In the next section, Chapter 6, we 
present a refinement of the jump mean variable and introduce a mean reversion variable, which we relate to the 
jump mean. The reason for this is that the jump mean ‘feels’ like mean reversion, since the coefficient estimate 
in the regression model is negative: Upward jumps forecast negative excess returns. In Chapter 6 we show that 
these two variables are correlated to some extend, but they are definitely not the same. In Chapter 7 we present 
different robustness checks (shorter holding period, shorter rolling window and lower threshold value for 
identifying jumps) and continue to find important role for the jump mean in forecasting excess returns.  
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6. Refinements 
 
In this chapter we present a refinement of the jump mean variable which performs better in the regression 
model and we also introduce a mean reversion variable to relate it to the jump mean. 

 

6.1.  Definition variables 
The jump mean variable is a (two-year) rolling average of the jumps in 10-year US future prices. You can ask the 
question whether all the jumps are of equal importance in forecasting excess returns. For example it can happen 
that after a small jump the future price will move back towards its previous level before the jump. This indicates 
that the jump was of little significance (or not immediately rightly understood by the market).  On the other 
hand, it is possible that after a big jump the price will continue to move towards the same direction. The jump 
mean variable is not able to capture such features, because we measure the jump size only. It might be more 
useful to look at the total return occurred on a jump day, instead at the jump size itself. It will indeed turn out 
that this variable, which we call return jump mean (RJM), will perform better than the jump mean variable. The 
RJM variable is thus the (two-year) rolling average of the log returns occurred at days where a jump is detected.  
In formula we get: 

∑

∑
−

=

−

−

=

−−

=
122*

0

122*

0

h

j

DAILY
jt

h

j

DAILY
jtjt

h
t

D

DR

RJM  

Again the h denotes the rolling window, 
DAILY

jtD −  is the dummy variable which takes the value 1 when a jump is 

detected at day t and is 0 otherwise and tR  is the log return at day t.   
The intuition behind the jump mean variable in Wright and Zhou (2009) is weak. The jump mean variable is 
strongly significant and the results presented in the paper are great, but it is not presented with a good 
explanation (we need to improve the intuition in order to have confidence in the results). One of our first ideas 
was to compare the jump mean to the mean reversion (MR) variable presented in Fama (2006). The jump mean 
feels like mean reversion since the coefficient in the regression is negative. Our mean reversion variable is the 
cumulative (log) return of the past two years (same rolling window as the jump mean). We calculate the MR not 
as the difference between today’s log future price and the price two years before, since these denote different 
future contracts. Instead we calculate for each day the log return and add that up. In formula you get: 

∑
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−=
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Table 5 presents the correlation between the jump mean, return jump mean and mean reversion. JM and RJM 
are as expected strongly correlated. You would expect that a jump would dominate the return at that day and 
that indeed follows from the high correlation between JM and RJM. JM and MR show a correlation of 9% but MR 
is more correlated with RJM. Denote the difference between these two variables. MR is the cumulative return 
over every day for the past two days, where RJM is the average return only over days where a jump is detected.   

 JM RJM MR 

mean 0.02 0.03 0.03 

std 0.04 0.07 0.05 

    

corr matrix    

 JM RJM MR 

JM 100% 80% 9% 

RJM  100% 35% 

MR   100% 

    
Table 5: Summary statistics and correlation matrix for JM, RJM and MR for the sample 1991-2002. JM and RJM are in percentages. 
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These correlations show that the jump variables JM and RJM are related to mean reversion, but they are 
definitely not the same and thus there is added value in the jump mean variable above mean reversion.  
Figure 10 graphs the JM together with RJM and MR. JM and RJM show similar patterns as follows from the high 
correlation. The sign of both variables usually coincides except for the end of the sample (from April 99). The JM 
remains positive while RJM falls below zero.   
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Figure 10: Two year rolling window estimates of the jump mean together with return jump mean (first panel) and mean reversion (second 

panel). The variables are constructed as described in the text. 

 
Looking at the second graph in Figure 10, you can see that in the first half of the sample JM and MR show the 
same pattern, but this is not longer the case from 95 onwards. For the period 96-97 the MR is positive while the 
JM is negative. This means that around that period (remember that the variables are constructed by taking a 
rolling window of two-year) the returns were positive while the jumps were mostly downwards.  
In the next section we will estimate regression models including these new two variables (RJM and MR).  

 

6.2. Results regression  
Table 6 shows coefficient estimates and corresponding t-statistics and R

2
‘s taking the jump mean, return jump 

mean en mean reversion as forecast variables. The dependent variable is the average excess return of the two to 
five year US bond. The results for the jump mean were already shown in Table 3, but we will also include it here 
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for the sake of completeness. The RJM shows a higher R
2
 compared to JM (18% against 15%) and the coefficient 

is also estimated more precisely (the t-value is larger in absolute value). The mean reversion variable is also 
strongly significant. The sign of MR is negative and therefore it is indeed appropriate to call the variable mean 
reversion: positive returns occurred over the last two years are a negative predictor for returns of the coming 
year.  
Look at Table 5 again for the interpretation of the coefficients. The standard deviation of RJM and MR is 
respectively 7 basis points and 5%. So an increase of one standard deviation of the RJM variable means ceteris 
paribus a decease of 1.3% in the average excess return (-19.15 * 0.0007), which is very similar to the jump mean 
variable. An increase of one standard deviation of the MR variable means (again ceteris paribus) a decrease of 
1.45% in the average excess return (-0.29 * 0.05).  
 

 Intercept t-value variable t-value R2 

JM 0.02 3.03 -30.20 -2.15 15% 

RJM 0.03 3.46 -19.15 -4.04 18% 

MR 0.03 3.13 -0.29 -2.40 20% 

      

Sample      

1991:2002      

Table 6: This table reports coefficient estimates in a regression of the excess returns on a bond (average 2 to 5 year) over those on a one-
year bond, with a holding period of 12 months and 24-month rolling window of the bond jump mean, return jump mean and mean 

reversion. Observations are at the monthly frequency (end-of-month).  The t-values are based on Newey-West standard errors. 

 
Table 7 shows the results of the regression but now with the forward rates included. Running the regression of 
the excess returns using the forward rates alone gives an R

2
 of 41%, as we already noted in the previous section.  

Including the jump mean variable into the regression the R
2
 increases to 48%, however the jump mean looses a 

bit of its significance (significant at 5%, but not at 2.5%) compared to the case with no forward rates included in 
the regression. The RJM performs again better than the JM. The difference here is huge. The RJM variable is 
strongly significant (t-value of -4.76) and the R

2
 increases to 67%. The information contained in the RJM variable 

seems to complement that of the forward rates, since the R
2
 in the regression of the combined variables (RJM 

and the forward rates) is larger than the sum of the R
2
’s of the separate regressions. It is interesting to notice 

that the three year forward rate, f3, is always significant, while f1 and f3 are not significant at conventional 
significance levels. Most information in forecasting excess returns seems to be hidden in the three year forward 
rate.  
Also the MR variable remains significant after including the Cochrane-Piazzesi variables. Controlling for mean 
reversion does not change the coefficient of the forward rates greatly, suggesting that the term structure of the 
forward rates and the mean reversion variable are measuring different components of the bond risk premia.    
 

 Intercept t-value f1 t-value f3 t-value f5 t-value variable t-value R2 

CP -0.11 -2.48 -1.16 -1.44 5.08 3.17 -1.92 -1.44   41% 

CP + JM -0.09 -2.33 -1.14 -1.46 3.55 2.93 -0.73 -0.77 -24.16 -1.71 48% 

CP + RJM -0.11 -3.95 -1.29 -2.71 2.95 2.83 0.27 0.46 -27.14 -4.76 67% 

CP + MR -0.07 -1.36 -1.70 -2.67 4.72 4.51 -1.64 -1.74 -0.26 -2.51 53% 

            

sample            

1991:2002            

Table 7: This table reports coefficient estimates in a regression of the excess returns on a bond (average 2 to 5 year) over those on a one-
year bond, with a holding period of 12 months and 24-month rolling window of the bond jump mean, return jump mean and mean 

reversion. Observations are at the monthly frequency (end-of-month).  In these regressions also the 1-, 3 - and 5-year forward rates (CP 
variables) are included.  The t-values are based on Newey-West standard errors. 

From the fact that both MR and RJM remain significant after including the forward rates in the regression and 
the fact that the two are not highly correlated, it seems straightforward to estimate a regression model taking 
the forward rates, MR and RJM as regressors.  It follows that both variables are again significant and keep their 
sign (both negative). The R

2
 increases further to 72%. You can argue that including variables into a regression 

model always increases the R
2
. Therefore it is also useful to look at the adjusted R

2
, where you get a 
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‘punishment’ for every new variable added to the model. For our last named model the adjusted R
2
 is slightly 

lower that the ordinary R
2
, namely 71%, meaning that it is still an improvement compared to the regressions of 

Table 7.  
 
Figure 11 graphs the in-sample fit of the Cochrane-Piazzesi model and our model to the excess returns.   In the CP 
model we take the three forward rates as regressors, while for our model we include besides the CP variables 
also our variables, MR and RJM.  
 
The ex-post excess returns where negative during the economic boom at the end of the nineties, in 1994 when 
the Federal Open Market Committee was tightening the monetary policy, and around the end of the IT bubble in 
1999, while positive during and after the recessions of 1990-1991 and 2001. The in-sample fit using only the 
forward rates (top panel Figure 11) shows some of these counter cyclical movements. However this model 
overpredicts the bond returns in 1994, while underpredicting it during the 2001 recession. Our model, where 
besides the forward rates also MR and RJM are included, is better able to fit these movements. The only weak 
period is around the millennium change, where our model moves too soon towards positive excess returns. 
Interesting to notice is that the CP model predicts in 77% of the cases the right sign of the excess returns, 
including our variables to the model this increases to 93%.   
 

In sample fit excess returns from forward rates
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In sample fit excess returns from forward rates, MR and RJM
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Figure 11: The excess bond returns (average 2 to 5 year) over those on a one-year bond for a one-year holding period.  The top panel 

graphs realized ex-post excess returns together with projected ex-ante estimates using the forward rates as regressors . The bottom panel 
graphs realized ex-post excess returns together with projected ex-ante estimates using the forward rates, RJM and MR as regressors. 

 



 27 

7. Robustness checks 
 
In this section we address some robustness checks of our findings that the jump mean, return jump mean and 
mean reversion help to forecast bond excess returns. First we look at different significance levels for identifying 
jumps and also investigate other rolling windows. We also investigate shorter holding periods (3 months instead 
of one year).  
 

7.1. Changing the significance level and rolling window 
Table 8 presents the robustness checks for different significance levels for identifying jumps. Remember that the 
test to filter jumps from high frequency data is based on the difference between realized volatility and bi-power 
variation. Assuming that the volatility of an asset prices consists of two parts, a continuous part and a jump 
component, the realized volatility measures both parts while the bi-power variation measures only the 
continuous part. A big difference between the two indicates a jump. Based on this idea you can derive various 
test statistics. 
 For our main settings we choose the α equal to 0.9999. In the table below we look at other significance levels 
as well, namely 0.999 and 0.99.  
Table 8 shows that JM looses its significance for smaller values of α, while the RJM is robust to changing the α. 
Remember the difference between JM and RJM. The jump mean variable is the average over all the jumps for 
the past two years, while the return jump mean is the average of the returns occurred at days where a jump is 
identified. The intuition can be explained as follows: By taking smaller significance levels and corresponding 
smaller critical values, you also take into account smaller jumps. These smaller jumps are less important for the 
RJM variable, since for this variable you look at the total return occurred at a jump day and not at the jump size 
itself (as for the JM variable).  
The mean reversion variable is not taken into account here since the significance level is not of any relevance for 
the MR variable.  
 
 

 JM t-value R2  RJM t-value R2 

alpha = .9999 -2.15 15%  -4.04 18% 

alpha = .999 -1.91 8%  -3.89 17% 

alpha = .99 -1.15 5%  -3.36 18% 

Table 8: This table reports t-values and R2’s in the regression of excess returns (average 2 to 5 year) over those on a one-year bond, on JM 
and RJM for different significance levels for identifying jumps. Holding period is equal to 12 months, rolling window for the construction of JM 

and RJM is equal to 24 months. Observations are at monthly frequency (end-of-month).  The t-values are based on Newey-West standard 
errors.  The intercept coefficients, intercept t-values and JM and RJM coefficient estimates are not reported here.  Sample 1991-2002. 

 
Table 9 reports the results for shorter rolling windows. For our default analysis we take the rolling window of two 
years. For our robustness checks we also look at 12-month and 6-month rolling windows. The tradeoff is that a 
longer rolling window gives more precise and less noisy estimate, while a shorter rolling window gives a timelier 
estimate of an agents risk preferences.  
 As follows from the table below, the variables loose their significance for shorter rolling windows (however RJM 
and MR are borderline significant for a one-year rolling window). We explain this by the fact that for shorter 
rolling windows you do not have enough jumps to calculate an accurate estimate of the jump mean or return 
jump mean. For our sample we have on average two jumps a month.  
The second (economic) explanation is that to capture the dynamics of a business cycle a 12 or 6 month rolling 
window is just too short.  
 
 
 
 
 



 28 

For the MR variable it holds that for a shorter rolling window (12 and 6 month) trend and mean reversion will 
work against each other

2
.  

 

 JM t-value R2  RJM t-value R2  MR t-value R2 

Rol. Win.  =  24m -2.15 15%  -4.04 18%  -2.40 20% 

Rol. Win.  =  12m -1.24 3%  -1.75 4%  -1.88 10% 

Rol. Win.  =  6m 0.36 0%  -0.08 0%  -0.64 1% 

Table 9: This table reports t-values and R2’s in the regression of excess returns (average 2 to 5 year) over those on a one-year bond, on JM, 
RJM and MR for different rolling windows. Holding period is equal to 12 months. Observations are at the monthly frequency (end-of-month).  

The t-values are based on Newey-West standard errors.  The intercept coefficients, intercept t-values and JM, RJM and MR coefficient 
estimates are not reported here.  Sample: 1991-2002. 

 

7.2. Three- months holding period 
Until now we have looked at one-year holding periods. The idea is that you borrow against the (risk-free) 
government one-year interest rate and invest in longer term bonds (in this paper the average of a two to five 
year bond). Although this is the academic standard, this is not the case in practice since it is not possible to 
borrow against the one-year interest rate.  Therefore, in this section, we look at a three month holding period, 
where you borrow against the three month LIBOR rate and invest in longer term bonds.  
Table 10 reports the regression results for a three-month holding period

3
. The R

2 
‘s reported are lower than for a 

one-year holding period, which is in line with the results of Wright and Zhou (2009). In Chapter 10, where we 
discuss investment strategies, we show that the most predictability, within a one-year holding period, is between 
four to ten months.  
The RJM and MR variables are however again significant, even after controlling for the forward rates, while JM is 
only borderline significant.   

 
 

Intercept t-value f1 t-value f3 t-value f5 t-value JM t-value RJM t-value MR t-value R2 

-0.11 -2.52 -0.86 -1.26 3.35 2.47 -1.23 -1.24       20% 

-0.12 -1.76 -0.92 -1.33 3.40 2.27 -1.81 -1.71 -19.11 -1.90     27% 

-0.13 -2.18 -1.02 -1.46 4.29 2.14 -0.90 -0.43   -23.34 -3.26   33% 

-0.07 -2.21 -1.06 -1.70 4.01 2.92 -3.58 -0.91     -0.18 -2.19 30% 

Table 10: This table reports the coefficient estimates in a regression of the excess returns on holding a bond (average two to five year) for 
a holding period of three months. We used the three-months LIBOR rate for constructing the excess returns. We regress the excess returns on 

the term structure of the forward rates, the jump mean, return jump mean and mean reversion (variables constructed as described in the 
text). Sample: 1991-2002.  

 
 
 
 
 
 
 
 
 

                                                 
2 Trend is a short-term property, while mean reversion is a long-term property of bond markets.  
3
 The CRSP Fama-Bliss dataset consists of 1-, 2-, 3-, 4- and 5-year zero coupon bonds only. To construct three 

months excess returns, we need some bonds that are not available, like the 4.75 year bond. We use here the 
approximation 4.75 year bond = 5.00 year bond. We use the same approximation for the 1.75, 2.75, and 3.75 
year bond.  
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8. Insight in Jumps 
 
Although the purpose of this thesis is to investigate the power of our jump variables in forecasting US bond 
excess returns, in this chapter we would like to give more insight in jumps occurred in the 10-year US future. 
Interesting features are for example:  During which time of the day is the most jump activity? What kind of 
‘news’ causes jumps in intraday prices and is there a clear pattern over time?                                               
Johannes (2004) argues that ‘’there are three major sources of jump’’ in treasury prices. First, official macro-
economic news announcements regarding the current state of the economy like unemployment or inflation 
announcements. Second, announcements by the FED regarding the monetary policy; and third, exogenous 
political events in the US or other important countries in the world. Das (2000) argues that ‘’the two-day FED 
Open Market Committee meetings have a substantially greater impact on the short rate than the one-day 
meetings’’.  
 

8.1. Moment of Jumps  
In this section we present the distribution of jumps during a day for our sample (January 1989 – October 2009). 
To determine the moment of a jump we look at the largest (in absolute value) five-minute return on a jump-day.   
 

Figure 12: Distribution of the time of jumps during a day. 
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The two figures above graph the distribution (above panel) and cumulative distribution (bottom panel) of the time of jumps during a day. 
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Figure 12 shows that one-third of all the intraday jumps occurred are around 7:30 AM Chicago time and 11% 
around 9:00 AM Chicago time. Around these times there are macro-economic news announcements in the US, 
which in case of a surprise can cause a jump in the bond future prices. Around noon there is almost no jump 
activity and 70% of all jumps occur before 9:00 AM. This is an interesting finding and it raises the question 
whether an (successful) investment strategy can be build by taking a position directly after a jump in the same 
direction. We will come back to this in the next chapter.  
Next question is to link the jumps at 7:30 AM and 9:00 AM to macro-economic announcements to see which 
variables have the largest impact on interest rates and to see whether themes change over time. This is the topic 
of the next section. 
 
An interesting sidestep here is to investigate the challenges that rise up in modeling interest rates movements in 
the presence of jumps. These models are used for pricing and hedging interest rate derivatives (like interest rate 
swaps, swaptions and bond options).  Diffusion models rule out extreme market movements which are observed 
in the market. These models are approximately normal over short time intervals while the increments in actual 
data can be very non-normal. This makes it difficult for diffusion models to fit the actual data. However this topic 
is beyond the scope of our research.  
 

8.2. Jumps and macro-economic news announcements 
Here we will present which macro variables are important in explaining intraday jumps in future prices. For this 
analysis we only consider 7:30 and 9:00 jumps, since around these times there are a number of 
announcements. From Figure 12 it follows that 44% of the jumps are at these two times.  For every 7:30 and 
9:00 jump we looked at which news came out at that time using Bloomberg. For the 7:30 jumps we could go 
back until 2000 and for the 9:00 jumps until 1997.  
Table 11 shows the results for 7:30 jumps. In total 60 jumps occurred at 7:30 AM in the period 2000-2009. 
Exactly 50% of the jumps are caused by unemployment announcements (nonfarm payrolls and initial jobless 
claims) and a quarter by inflation (CPI and PPI). Other important macro variables are retail sales, GDP and 
durable good orders. These results coincide with Balduzzi et all (1997)

4
.  

 
Table 11: Macro-economic news releases at 7:30 AM causing jumps in the 10-year US bond future for the period 2000-2009. 

 total Nonfarm Payrolls Claims CPI PPI Retail Sales GDP Durable Goods others 

absolute: 60 18 12 8 6 4 3 4 5 

%: 100% 30% 20% 13% 10% 7% 5% 7% 8% 

 

 Table 12 shows the results for 9:00 jumps. In total 29 jumps occurred at 9:00 AM in the period 1997-2009. The 
announcement at 9:00 with the largest impact for future prices is the ISM index, which cases almost half of all 
the 9:00 jumps. Also important is consumer confidence with 5 jumps in total. Again these results are in line with 
Balduzzi et all (1997).  

 
Table 12: Macro-economic news releases at 9:00 AM causing jumps in the 10-year US bond future for the period 1997-2009. 

 total ISM CC House sales others 

absolute: 29 13 5 3 8 

%: 100% 45% 17% 10% 28% 

 
Below in Figure 13 you can see the graphical representation of Table 11 and Table 12. We divided the 7:30 jumps 
into the categories employment (nonfarm payrolls, initial jobless claims), inflation (CPI, PPI), others (retail sales, 
GDP and durable goods among others) and two unidentified jumps (we could not link the jump with a macro-
economic news announcement). For the 9:00 jumps there are three unidentified jumps. Other categories are 
ISM, consumer confidence and others (existing house sales and new house sales among others).   
 

                                                 
4 For some days in our sample there was more than one announcement at the same time. For these days we 
attributed the jump to the ‘’most important’’ variable (the variable which causes the most jumps in our sample). 
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8:30 news announcements causing ''jumps''
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10:00 news announcements causing ''jumps''
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Figure 13: Graphical representation of the relation between macro-economic data releases and 7:30 (above panel) and 9:00 (bottom 

panel) jumps during time. 

 
The number of jumps is too limited to make clear statements about patterns over time, but from the first panel 
of Figure 13 it follows that when the first signs of economic slowdown arrive (2000, 2007), the employment 
variables (especially nonfarm payrolls) are causing a number of jumps. This means that the announcements are 
considered as a surprise to market participants. However, there are no clear patterns visible over time.  
We conclude that announcements with the largest impact on bond future prices are related to employment 
(Nonfarm Payrolls, Initial Jobless Claims), inflation (CPI, PPI) and confidence (ISM, Consumer Confidence).  
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8.3. Intuition  
In this section we intend to improve the intuition of the empirical findings in this paper and also link the results to 
other findings in the literature. Generally, predictive regressions with excess returns on the LHS and significant 
forecast variables on the RHS (like the JM, RJM and MR in this paper) imply that bond risk premia are time 
varying and predictable to some degree. A central topic in asset pricing is the premium that investors require for 
holding a risky asset, the so-called risk premium. Furthermore, classical financial theory argues that time varying 

risk premium of an asset are caused by either a change in the price of risk (λ ) or by a change in the exposure of 

an asset to the risk factor ( β ).  

 
Recently much progress has been made in using intraday (high frequency) data to estimate realized volatility 
measures. Furthermore, if we observe intraday data, we can detect days on which jumps occur and estimate the 
magnitude of the jumps. Wright and Zhou (2009) argue that then ‘’ it seems natural to relate realized volatility 
and the distribution of jumps to bond risk premia’’. In their paper the jump mean variable is highly significant 
with an R

2
 of 15%, including the forward rates in the regression the R

2
 increases to 62%.  

Wright and Zhou (2009) continue that ‘’the bond jump mean appears to be procyclical, peaking around the 
1990 and especially the 2001 recessions, and thus predicts well the countercyclical bond excess returns, which is 
not fully captured by the forward term structure’’. This is an argument to use the JM variable as a business cycle 
indicator.  
In their last chapter Wright and Zhou (2009) introduce an illustrative model in which jump risk is useful for term 
structure forecasting. In the model assuming that the bond price follows a jump-diffusion process, they show 
that instantaneous return is a function of jump risk and so jump risk measures should have forecast power for 
excess bond returns. The purpose of their model is to theoretically illustrate the empirical findings in the paper.  
 
Faust and Wright (2009) decompose bond returns into the sum of those occurring in 15-minute windows around 
major news announcements at 7:30 and those occurring at other times. They first replicate the CP regressions 
for total returns and then run the regressions separately for the two additive components. They argue that ‘’the 
statistically significant predictability in bond returns appears to occur only around news announcements, were it 
not for the effects of news announcements, we could not reject the expectations hypothesis’’. This can be 
interpreted as direct evidence for a time-varying price of jump risk. In this paper we show that besides 7:30 
jumps also 9:00 jumps play an important role in explaining bond risk premia (33% of all the jumps are ‘’7:30 
jumps’’ against 11% for the 9:00 jumps ).  
 
Johannes et al (2007) argue that using a stochastic volatility-jump (SVJ) model, the mean price jump risk premia 
is 3% to 6% (depending on the volatility of price jump risk premium), which is considerable. This paper is 
however about jumps in equity markets instead of jumps in bond markets as studied in this paper. However they 
argue that ‘’ price jump risk premia contribute about 3% per year to an overall equity premium of 8%’’. 
 
Todorov (2009) argues that investors generally dislike the randomness of the future variance (variance of the 
variance) and in equilibrium ask a premium for accepting the risk, the so-called variance risk premium. In the 
literature already much is known about the existence of this risk premium in contrast to the dynamic 
dependencies of it.  This is the main topic of his paper. He continues by stating that the reasons for changes in 
the variance risk are twofold. First, because of expected stochastic volatility (ex-ante) changes over time. Second, 
variance risk is also caused by unanticipated market jumps.  
He argues that ‘’the results suggest that jumps play a very important role in explaining the variance risk 
premium’’ and ‘’the differential impact of jumps on the risk premium suggests that investors attitude towards 
jumps is time-varying’’.  Again as with Johannes et al (2009) also this paper is about jumps in equity markets.   

 
However, unfortunately, not much has been published about the link between jumps in bond futures and time 
varying (jump) risk premium.  
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9. Event Plots 
 
In this chapter we analyze short-term investment strategies. A position is taken in the direction of a jump directly 
after a jump. We perform this analysis for the 7:30 and 9:00 jumps separately.  

 

9.1. Event Plot 7:30 jumps  
Here we consider short term investment strategies, were you take a position in the direction of the jump 
immediately after a jump (you go long in case of an upward jump, and short in case of a downward jump). We 
again only consider the 7:30 and 9:00 jumps, because these jumps are as explained in the previous chapter 
caused by macro-economic data releases and these announcements always arrive at deterministic (fixed) times 
during the month and you can construct investment strategies based on this. The idea is to examine whether 
markets continue to move in the same direction after a jump.  

Table 13: Returns earned (in basis points) after taking a position immediately after a 7:30 jump for the period 1989-2009. 

# jumps: 144     

 same day next 3 days together  

sum: 790 891 1681 bp 

average: 5 6 12 bp 

st. dev: 34 48 62 bp 

     

# positive jumps: 89     

 same day next 3 days together  

sum: 383 851 1234 bp 

average: 4 10 14 bp 

st. dev: 36 51 66 bp 

     

# negative jumps: 55     

 same day next 3 days together  

sum: 406 40 447 bp 

average: 7 1 8 bp 

st. dev: 31 45 54 bp 

 
Table 13 reports the earned returns for the 7:30 jump strategy of our sample (January 1989-October 2009) 
consisting of 144 jumps (89 positive and 55 negative

5
). We look at returns at the same day after a jump plus the 

cumulative return for the next three days. The total earned return based on this strategy (for all jumps) is almost 
17%, which is quite considerable

6
. That is on average 12 basis points (bp) per jump. This value is significantly 

larger than zero, as follows from a simple t-test: 26.262/12*144 = .  

Looking at positive and negative jumps separately, the first strategy shows a better performance with on average 

a return of 14 bp per jump (borderline significant with a t-tvalue of 1.98 (= 66/14*89 )) versus 8 bp  for the 

negative jump strategy (not significant). However, statistical significance is of course influenced by splitting the 
number of estimates (144) between positive (89) and negative (55) jumps. 
 
In Figure 14 you can see the event plot corresponding to the results in Table 13. Again the first figure denotes the 
event plot for all the 7:30 jumps, while the second and third denote respectively the event plots for the positive 
and negative jumps. There are however some limitations to this analysis. Overnight returns are for example not 

                                                 
5 With a positive jump we mean an upward jump in the futures price. This corresponds to a downward jump in 
the yield.  
6
 We did not take transaction costs into account here.   
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taken into account here (because of rolling into a new contract issues).  Also in some cases there are two jumps 
shortly after each after (within 3 days). This means that you can be two times long (or two times short) or long 
and short (so neutral) at the same time in that case.  In general we can say that after a jump, there is a 
momentum (3 days here) in the same direction of a jump.  

Event plot 7:30 jumps
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Event plot (positive) 7:30 jumps
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Event plot (negative) 7:30 jumps
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Figure 14: Event plot of the investment strategy where you take a position in the same direction of a jump (7:30) for the same day plus 

the following three days. 
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9.2. Event Plot 9:00 jumps 
Here we repeat the same analysis as in the previous section, but now for the 9:00 jumps. Again a position is 
taken in the direction of the jump immediately after a jump (you go long in case of an upward jump, and short in 
case of a downward jump). Table 14 denotes the results of this strategy for the three categories (all, positive and 
negative jumps). The overall strategy is not successful here: the total return is almost -1%. However as with the 
7:30 jumps the positive jump strategy performs better than the negative one and the difference is big (243 bp 
versus -341 bp). However the number of jumps is too limited to make hard statements about: The average 
returns earned after each jump for the three strategies are not significant.     

  

Table 14: Returns earned (in basis points) after taking a position immediately after a 9:00 jump for the period 1989-2009. 

# jumps: 47     

 same day next 3 days together  

sum: 24 -122 -98 bp 

average: 1 -3 -2 bp 

st. dev: 23 60 68 bp 

     

# positive jumps: 24     

 same day next 3 days together  

sum: 114 129 243 bp 

average: 5 5 10 bp 

st. dev: 19 58 69 bp 

     

# negative jumps: 23     

 same day next 3 days together  

sum: -90 -252 -341 bp 

average: -4 -11 -15 bp 

st. dev: 26 62 66 bp 

 
In Figure 14 you can see the event plots corresponding to the results in Table 14. Again the first figure denotes the 
event plot for all the 9:00 jumps, while the second and third denote respectively the event plots for the positive 
and negative jumps. The large suddenly increases in the cumulative return in the graphs below are caused by 
7:30 jumps the day after the 9:00 jumps. This is as mentioned in the previous section a limitation of this 
method, because what happens after such a 7:30 jump cannot be attributed to the original 9:00 jump.  
Below in Table 15 you can see the success ratio of the investment strategies presented in this and the previous 
section

7
. The overall success ratios for the 7:30 and 9:00 jumps are respectively 60% and 45%.  

 

7:30 same day next 3 days together 

All jumps 55% 54% 60% 

positive jumps 56% 57% 63% 

negative jumps 53% 49% 56% 

    

    

9:00 same day next 3 days together 

All jumps 57% 43% 45% 

positive jumps 71% 58% 54% 

negative jumps 43% 26% 35% 

Table 15: The success ratios of the investment strategies of Table 13 and Table 14. 

                                                 
7 A success ratio is defined as the percentage positive returns after each bet.  
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10. Long Term Investment Strategies 
 
In this chapter we study investment strategies using the jump variables (JM and RJM) and the mean reversion 
variable (MR) of the regression models. Here we first analyze different models for our in-sample period and 
choose our optimal model for an out-of-sample exercise.  
 

10.1.  Investment strategies for the in-sample period 
Here we present the results for the different variables for our in-sample period. To investigate investment 
strategies we calculate demeaned z-scores for our variables, meaning that for each value we first subtract the 
previous five-year average and then divide by the standard deviation of the same period

8
. In formula you get for 

RJM: 
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The data we use here (the asset in which we invest) is the JP Morgan US Bond Index (per entity duration)

9
. We 

use monthly z-scores to invest for the coming month, but in the regression models we look at an one-year 
holding period. To match this setting we use a z-score not just to invest for the coming month, but we use it 12 
times (one for each month). With this analysis we can check when the most predictability in excess returns occurs 
(in which month). To make this strategy clear, take for example the z-score of January. For the first strategy, we 
use it for a position in the next month (February). For the second strategy, we use the January z-score for a 
position in March etc. By repeating this analysis we get 12 different strategies. For our final strategy we take the 
average of these 12 strategies and look which one performs the best in a risk and return trade-off framework for 
the different variables. Equivalently you can explain this by saying that for each month, the earned return is 
based on the previous 12 z-scores. This is comparable with the regression analysis where we looked at an one-
year holding period at monthly frequency (12 overlapping periods).  
 
Below in Table 16 you can see the results of the investment strategies for JM, RJM and MR for our in-sample 
period. The bet-size is here equal to the (negative) value of the z-score. Notice that the coefficient estimates in 
the regression models of these three variables are all negative, which means that in case of a negative z-score 
you go long and visa versa. Table 16 reports the annualized average returns and annualized standard deviations 
together with the information ratios (IR)

10
 of the different strategies.  For each variable we report 13 strategies. 

The first one is when you use a z-score to invest directly for the next month (January z-score to invest for 
February). The second one is when you use a z-score to invest for the month after the next month (January z-
score to invest for March), etc. In the final column we present a strategy, which is the average of the first 12 
strategy. For this strategy the bet-size is equal to the (negative) sum of the previous 12 z-scores.   
 
All the reported IR’s in Table 16 are positive. As with the regression results the RJM performs better than JM. For 
both of the variables the IR is relatively low for the first strategy (0.22 for JM and 0.31 for RJM) and it increases 
after that. The highest IR’s are obtained by using a z-score after 6 to 8 months. The strategy which is a 
combination of the first 12 also shows a good performance for this in-sample period (IR of 0.55 for JM and 0.61 
for RJM). The high IR of the final strategy is mostly caused by the relatively low standard deviation, which is a bit 
lower than for the first 12 strategies.  
The results are worse for MR. This variable shows a good performance in the regression models, but the results 
are less promising in this analysis. The IR of the final strategy is 0.31, which is considerable lower than for the first 
two variables. Especially the IR’s of the first 6 strategies are low, ranging between 0.08 and 0.21.   

 

                                                 
8
 For the first five-year of our sample we use forward looking to calculate the z-scores.  

9
 The index is based on all outstanding US government bonds. 

10
 IR is equal to the quotient of annualized average return and annualized standard deviation of a strategy.  
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sample: 1992-2002             

demeaned, z-score:             

JM 1 2 3 4 5 6 7 8 9 10 11 12  strategy 

mean: 0.20% 0.39% 0.48% 0.54% 0.55% 0.56% 0.52% 0.44% 0.39% 0.37% 0.28% 0.30%  0.42% 

stdev: 0.88% 0.89% 0.90% 0.93% 0.97% 0.91% 0.92% 0.94% 0.87% 0.88% 0.95% 0.99%  0.77% 

IR: 0.22 0.44 0.53 0.58 0.57 0.61 0.57 0.47 0.45 0.42 0.29 0.31  0.55 

             skew: 0.41 

        succes ratio: 53%   kurt: 2.54 

               

               

RJM 1 2 3 4 5 6 7 8 9 10 11 12  strategy 

mean: 0.29% 0.43% 0.51% 0.48% 0.48% 0.59% 0.60% 0.58% 0.55% 0.57% 0.46% 0.52%  0.50% 

stdev: 0.93% 0.93% 0.96% 0.98% 1.02% 0.97% 0.98% 0.99% 0.98% 1.02% 1.08% 1.10%  0.83% 

IR: 0.31 0.46 0.53 0.49 0.47 0.61 0.61 0.58 0.56 0.56 0.43 0.47  0.61 

             skew: 0.49 

        succes ratio: 55%   kurt: 2.67 

               

               

MR 1 2 3 4 5 6 7 8 9 10 11 12  strategy 

mean: 0.14% 0.17% 0.09% 0.18% 0.28% 0.21% 0.21% 0.44% 0.52% 0.38% 0.34% 0.26%  0.27% 

stdev: 1.07% 1.09% 1.04% 1.00% 1.07% 1.03% 1.00% 1.02% 0.91% 0.94% 0.91% 0.93%  0.86% 

IR: 0.13 0.15 0.08 0.18 0.26 0.21 0.21 0.43 0.57 0.41 0.38 0.28  0.31 

             skew: -0.03 

        succes ratio: 52%   kurt: 1.83 

Table 16: The results (mean annualized returns, annualized standard deviation and information ratio) for the investment strategies for JM, 
RJM and MR based on demeaned z-scores. The bet-size is equal to the z-score. 

 
The success ratios denoted in Table 16 are based on the final strategy (mentioned in last column). The success 
ratio is defined as the percentage of positive monthly returns after each bet. The success ratio is highest for the 
RJM variable: 55%.  
 
Now we will introduce a new variable, related to RJM. The RJM variable is the average return occurred on ‘’jump 
days’’ over the last two years. For this new variable, which we call sign RJM, we do not look at the magnitude of 
a jump, but just the sign. We denote a one in case of a positive jump and zero for a negative jump. The sign RJM 
variable is then the average of these ones and zeros over the last two year. The reason behind this new variable 
is to eliminate the effects of extreme jumps and z-scores, since the bet-size is equal to (minus) the z-score. With 
JM or RJM, one extreme jump has already a big effect on the variable and the z-score. In the table below, you 
can see that sign RJM shows better performance for the first three months compared to JM and RJM. Therefore 
you can also see this variable as a more robust version of RJM.  

Table 17: The results (mean annualized returns, annualized standard deviation and information ratio) for the investment strategies for sign 
RJM based on demeaned z-scores. The bet-size is equal to the z-score. The sample is again 1992-2002. 

 

signRJM 1 2 3 4 5 6 7 8 9 10 11 12  strategy 

mean: 0.37% 0.49% 0.50% 0.59% 0.69% 0.68% 0.59% 0.56% 0.52% 0.38% 0.34% 0.32%  0.50% 

stdev: 0.93% 0.93% 0.90% 0.91% 0.94% 0.90% 0.90% 0.91% 0.87% 0.87% 0.90% 0.93%  0.78% 

IR: 0.40 0.52 0.55 0.65 0.73 0.76 0.66 0.62 0.59 0.44 0.38 0.34  0.64 

             skew: 0.20 

        success ratio:  56%  kurt: 0.83 
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Table 17 show the results for the investment strategy based on the new variable sign RJM. The overall strategy is 
comparable to RJM (IR’s: 0.64 versus 0.61). Also with this strategy we see that the performance is best after a 
few months, however the difference is less compared to RJM. This strategy (with an IR of 0.64) is our favorite to 
perform an out-of-sample test, because of the reason presented above.  
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Figure 16: The cumulative returns of the variable sign RJM based on the final investment strategy (IR 0.64), investment strategy where 
you use a z-score to invest for the coming month (IR 0.40) and the difference of the two. 

 
Above, Figure 16 shows the cumulative returns of the first strategy of the sign RJM variable in Table 17 with an IR 
of 0.40 and the final strategy with an IR of 0.64 plus the difference of the two strategies. As follows from Table 
17, the final strategy generates higher returns against lower risk. This shows that using the past 12 z-scores 
produces higher and more stable returns than just using the last z-score. For some periods the final strategy 
performs much better and the final difference at the end of 2002 is 1.6%. This suggests that there is a delayed, 
lagged effect in the market, which is best exploited by using not just the last z-score.  
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10.2. Out-of-sample model 
In this section we present the out-of-sample test. Our in-sample period is 1992-2002, while the out-of-sample 
period is from 2003 until October 2009. We take the final strategy of the sign RJM variable (Table 17, IR 0.64) 
for the out-of sample test. By explicitly choosing an out-of-sample period and doing an out-of-sample test for one 
model, we try to avoid data mining.  
In the figure below, you can see that also after 2002, this strategy performs well in general. For the first two 
years of the out-of-sample period there is no excess return, but this strategy shows very high returns in 2007 and 
during the crisis of 2008.  
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Figure 17: The cumulative return of the variable sign RJM based on the final investment strategy for our complete sample (bottom panel), 
1992-2009, and the corresponding z-scores (above panel).  

Over the whole sample (1992-2009), we have an excess return of almost 10%. Remember that this return is per 
entity duration. For the 10-year future, with a duration of approximately 7, the excess return for this period is 
70% (=7*10%).  
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Below in Table 18 you can see the results of the investment strategies for sign RJM, but now for both the in-
sample and the out-of-sample period. The IR of the final strategy for the in-sample period is equal to 0.64. This is 
the same as in Table 17 of course, but in Table 18 you can see that the IR for the same strategy for the out-of-
sample period is equal to 0.52, which is still considerable.  
 

                              
in-sample:  1992-2002           
signRJM  1 2 3 4 5 6 7 8 9 10 11 12   strategy 

mean: 0.37% 0.49% 0.50% 0.59% 0.69% 0.68% 0.59% 0.56% 0.52% 0.38% 0.34% 0.32%  0.50% 

stdev: 0.93% 0.93% 0.90% 0.91% 0.94% 0.90% 0.90% 0.91% 0.87% 0.87% 0.90% 0.93%  0.78% 

IR: 0.40 0.52 0.55 0.65 0.73 0.76 0.66 0.62 0.59 0.44 0.38 0.34  0.64 

                              

out-of-sample: 2003-2009           
signRJM  1 2 3 4 5 6 7 8 9 10 11 12   strategy 

mean: 0.42% 0.55% 0.81% 0.66% 0.20% 0.53% 0.66% 0.55% 0.60% 0.68% 0.46% 0.37%  0.54% 

stdev: 1.16% 1.22% 1.25% 1.18% 1.14% 1.12% 1.11% 1.21% 1.22% 1.23% 1.33% 1.34%  1.04% 

IR: 0.36 0.45 0.65 0.56 0.18 0.47 0.60 0.45 0.49 0.55 0.34 0.28  0.52 

Table 18: The results (mean annualized returns, annualized standard deviation and information ratio) for the investment strategies for sign 
RJM based on demeaned z-scores for in-sample and out-of-sample period. The bet-size is equal to the z-score. 
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11. Recommendation for further research  
 
The analysis in this paper is based on the US market. An extension could be to look at other countries as well (for 
example UK, Germany and Japan) and see whether the results are robust over different countries.  
 
In this paper we presented already some robustness checks. There are more checks possible. For example, the y-
variable presented here was the average excess return of the 2, 3, 4 and 5 year US bond. You could also take the 
return of the 10-year future as the y-variable.  For the regression models, we looked at one-year holding period at 
monthly frequency. This means that there are 12 overlapping periods, which can cause statistical problems

11
. To 

avoid this, you can run a regression using only non-overlapping data.  
 
In the event plots presented in chapter 9 we did not take into account overnight returns, which could be 
important for the overall results. You can expand our analysis here by also considering this feature. However, 
with future data you have always to be careful with overnight returns because of rolling effects

12
. Therefore, in 

case of big overnight returns you have to investigate whether this was caused by changing market circumstances 
or because of the effects of rolling into a new contract.   
Again for the event plots we looked at all the 7:30 and 9:00 jumps. A next step could be to differentiate between 
jump event plots by considering which macro-economic news announcement caused a jump. For example have 
inflation and employment announcements different effects in the future markets? A difficulty here is the fact that 
the number of jumps is limited, even for a large (1989-2009) sample period. A practical solution is to take a 
lower threshold value for identifying jumps. In this paper we took the significance level equal to 0.0001 
(corresponding to a critical value of 3.719). By taking a bigger significance level (smaller critical value) more 
jumps will be filtered out. Off course this comes with more type II errors.  
 
An extension of the standard (in-sample) regression analysis is to perform an out-of-sample analysis by looking 
at the mean squared prediction error (mspe). Starting half-way the sample, you can run a regression using only 
data available at that time and then make a 12-month ahead forecast of the excess bond returns. You can then 
repeat this for each subsequent month through the end of the sample. You can do this analysis for the model 
with only the forward rates as regressors and for the model with besides the forward rates also the RJM and MR 
and look at the ratio of the mspe of the two models (to see the improvement over using only the forward rates).  
 
In Chapter 8 we considered the relation between macro-economic news announcements and jumps in intraday 
data. Data releases cause jumps if the announcement is a surprise to the market. To test this hypothesis you can 
look at actual releases versus what the analysts expected. You can perform this analysis for days with and 
without jumps and look whether there is a bigger difference between actual releases and analyst expectations 
for jump days.  
 
The method of identifying jumps in intraday prices is based on the difference of the realized volatility and bi-
power variation. A very simple alternative for identifying jumps would be to look at the historical average of the 
volatility of the five-minute intervals and denote every five-minute return larger than three times the standard 
deviation as a jump. You can compare this simple method to the method used in this paper (which is favored by 
the findings of Huang and Tauchen (2005)). 
 
In the Chapter 8 we put effort to improve the intuition, but the question why a jump mean variable has 
information about future bond returns remains partly unanswered.  A drawback here is that in contrast to the 
equity market, there is not much known in the literature about the relation between bond returns and jump risk. 
An idea is to link the jump mean variable to the ISM index and see whether there is a relation with the business 
cycle as is it briefly mentioned in Wright and Zhou (2009).  
 
These questions pose interesting research challenges for the future. 
 
 

                                                 
11

 For discussions of some of the difficulties associated with the use of overlapping data see Boudoukh et al. 
(2008) and Valkanov (2003).  
12

 US 10-year future contracts last for three months. After three months the positions are closed and you enter 
into a new contract. The prices of the new and old contract can be different.  
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12. Conclusion 
 
In this paper we have replicated the results of Wright and Zhou (2009), with similar results, and showed that the 
jump mean variable, constructed from five-minute returns on the 10-year US future, is able to forecast US bond 
returns. In a univariate regression the R

2 
is equal to 15% for our in-sample period 1991-2002. Augmenting 

regressions of excess bond returns on the term structure of forward rates (Cochrane and Piazzesi (2005)) with 
the jump mean the R

2 
increases to 48%. Using just the forward rates we achieve an R

2
 of 41% for our in-sample 

period.  
The sign of the coefficient estimate of the jump mean variable in the regressions is negative, which means that 
upward jumps are a negative predictor of bond returns and visa versa.  
 
Next in Chapter 6 we presented two new variables, namely return jump mean (RJM) and mean reversion (MR). 
The RJM is our refinement of the jump mean. The jump mean is the average of estimated jump sizes over the 
last two year, while the RJM is the average return over the last two year occurred on jump days, instead of the 
jump size itself.  
We showed that the RJM performed better than the JM in the regression models. The R

2
 of the multivariate 

regression, with the forward rates and the RJM as explanatory variables, increases to 67%. We explain this by the 
fact that not all jumps are of equal importance. For example it can happen that after a small jump the future 
price will move back towards its previous level before the jump. On the other hand, it is possible that after a big 
jump the price will continue to move towards the same direction. The jump mean variable is not able to capture 
such features, because it measures the jump size only.  
We discussed the MR variable, which is a revised version of the mean reversion of Fama (2006), to relate it to 
the jump mean, since this variable ‘’feels’’ like mean reversion. The sign of the coefficient estimate in the 
regression is as already mentioned negative (upward jumps forecast low excess returns and visa versa).  
The correlation between JM and MR is 9% for our sample. RJM and MR are a bit more correlated, namely 35%. 
From this we can conclude that the jump variables JM and RJM are related to the MR, but they are definitely not 
the same. Remember the difference between RJM and MR. MR is the return over all days over the last two year, 
while the RJM is the average return over only the jump days.  
The MR variable is also significant in the regression models (both univariate and multivariate) and the sign of the 
coefficient estimate is negative as would be expected from a mean reversion variable.  
A next step was to estimate a regression model using the forward rates, RJM and MR as explanatory variables, 
since both RJM and MR remain significant even after controlling for the forward rates and the fact that the two 
variables are not highly correlated. It follows that both variables are again significant and keep their sign (both 
negative). The R

2
 increases further to 72%.  

 
We looked at the relation between jumps in bond future prices and macro-economic new announcements. 33% 
of the jumps occurred around 7:30 AM Chicago time, while 11% around 9:00 AM. Around these times there are 
macro news announcements in the US. We found that announcements with the largest impact on bond future 
prices are related to employment (Nonfarm Payrolls, Initial Jobless Claims), inflation (CPI, PPI) and confidence 
(ISM, Consumer Confidence).  
We investigated short term investment strategies, where a position is taken in the direction of a jump directly 
after a 7:30 or 9:00 jump. This position is then closed after three days. We showed that this strategy works well 
specially for the 7:30 jumps. Also positive jump strategies perform better than the negative jump strategies. 
 
In Chapter 10 we tested JM, RJM and MR in an investment strategy. We used the variables to calculate z-scores. 
These z-scores determine our bet-sizes. The strategies based on RJM and JM performed well, with an IR for the in-
sample period of 0.61 respectively 0.55, while the results were less for MR (IR of 0.31).  
In that chapter we also introduced a new variable: sign RJM. For this new variable, we do not look at the 
magnitude of a jump, but just the sign. We denote a one in case of a positive jump and zero for a negative jump. 
The sign RJM variable is then the average of these ones and zeros over the last two year. The reason behind this 
new variable is to eliminate the effects of extreme jumps and z-scores, since the bet-size is equal to (minus) the z-
score. The strategy based on this variable has an IR of 0.64 for the in-sample period and we choose this model 
for an out-of-sample test and showed that we also gain positive excess returns for the period 2003-2009.  
   
Finally, we can conclude that the jump variables are able to forecast US bond returns, both in regression models 
as in investment strategies.  



 44 

13.  Appendix  
 

13.1. Distribution of Jumps 
 
Figure 18 shows the distribution of the jumps for our sample. The jumps are estimated as described in the text. 
The idea is to check whether the distribution is skewed or not and from the figure below it looks to be (close to) 
symmetric. There are a bit more positive than negative jumps (55% versus 45%).  
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Figure 18: The distribution of the jumps (positive and negative) for the period 1989-2008 in basis points.  

 

13.2. Long/Short investment strategies 
In Chapter 10 we presented investment strategies where the bet-size is equal to the (negative) value of the z-
score.  Here we show long/short strategies, where the bet-size is not the negative value of the z-score, but you 
just go long or short based on the sign of the z-score. The final strategy is again the average of the first 12 
strategies.  
This analysis can be seen as a robustness check to investigate whether the results in Chapter 10 are not due to a 
few extreme bets. By going long/short small z-scores (less than 1 in absolute value) are inflated and large z-
scores are capped. The information in size (of the z-score) is not used.  
Below, Table 19 shows the results for this strategy for JM, RJM, MR and sign RJM. 
The results are a bit worse for JM compared to the results of Chapter 10 (IR of 0.55 versus 0.42 for the final 
strategy). However for RJM the results are better than in Table 16. For the final strategy the IR is 0.86, which is 
considerable for just one variable. As with the results displayed in Table 16 the highest IR’s are obtained by using 
a z-score after 6 to 8 months. The final strategy is less risky than the first 12. The standard deviation of this 
strategy is 0.67% on annualized basis versus around 0.90% for the first 12 strategies.  
For MR the results for the first 6 strategies are better than in Table 16, but for the final strategy the results are not 
much different: an IR of 0.31 versus 0.39.  The results for sign RJM are comparable to Chapter 10.  
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The success ratios of the different variables based on the final strategy are again mentioned in Table 19. For RJM 
the success ratio is 58%, which is reasonable. For MR it is 53%, which is comparable to Table 16. For the JM 
variable from the success ratio (50%) it follows again that the results are worse than denoted in Table 16.  
 
 
 

sample: 1992-2002             

demeaned, long/short:             

JM 1 2 3 4 5 6 7 8 9 10 11 12  strategy 

mean: 0.20% 0.20% 0.30% 0.42% 0.31% 0.48% 0.27% 0.57% 0.25% 0.19% 0.13% 0.21%  0.29% 

stdev: 0.90% 0.90% 0.90% 0.90% 0.90% 0.90% 0.90% 0.89% 0.90% 0.90% 0.90% 0.90%  0.70% 

IR: 0.22 0.22 0.33 0.47 0.35 0.54 0.30 0.64 0.28 0.21 0.14 0.23  0.42 

             skew: 0.19 

       succes ratio:  50%  kurt: 0.58 

               
               

RJM 1 2 3 4 5 6 7 8 9 10 11 12  strategy 

mean: 0.23% 0.40% 0.52% 0.61% 0.69% 0.74% 0.76% 0.73% 0.56% 0.64% 0.42% 0.58%  0.57% 

stdev: 0.90% 0.90% 0.89% 0.89% 0.88% 0.88% 0.88% 0.88% 0.89% 0.89% 0.90% 0.89%  0.67% 

IR: 0.25 0.44 0.58 0.69 0.78 0.84 0.86 0.82 0.63 0.72 0.47 0.66  0.86 

             skew: 0.14 

       succes ratio:  58%  kurt: 0.65 

               
               

MR 1 2 3 4 5 6 7 8 9 10 11 12  strategy 

mean: 0.28% 0.43% 0.26% 0.21% 0.20% 0.35% 0.36% 0.29% 0.52% 0.25% 0.18% 0.04%  0.28% 

stdev: 0.90% 0.90% 0.90% 0.90% 0.90% 0.90% 0.90% 0.90% 0.89% 0.90% 0.90% 0.91%  0.72% 

IR: 0.31 0.48 0.28 0.23 0.23 0.39 0.41 0.32 0.59 0.28 0.19 0.04  0.39 

             skew: 0.30 

       succes ratio:  53%  kurt: 0.83 

               
               

signRJM  1 2 3 4 5 6 7 8 9 10 11 12  strategy 

mean: 0.36% 0.44% 0.54% 0.66% 0.49% 0.47% 0.48% 0.54% 0.45% 0.39% 0.32% 0.27%  0.45% 

stdev: 0.90% 0.90% 0.89% 0.89% 0.89% 0.90% 0.89% 0.89% 0.90% 0.90% 0.90% 0.90%  0.74% 

IR: 0.40 0.49 0.60 0.74 0.54 0.52 0.54 0.60 0.50 0.44 0.36 0.30  0.61 

             skew: 0.11 

       succes ratio:  55%  kurt: 0.10 

Table 19: The results (mean annualized returns, annualized standard deviation and information ratio) for the investment strategies for JM, 
RJM, MR and sign RJM based on demeaned z-scores. For the first 12 strategies the bet-sizes are long in case of a negative z-score and short in 

case of a positive z-score. 

 
However, we pay more attention to the results presented in Chapter 10, since here only the sign of the z-score 
matters, which means that a small and a large z-score of the same sign both result in the same bet.  

 
 
 
 
 



 46 

14. References 
 
 
 
Almeida, C., Graveline, J.J., Joslin, S., 2008.  Do Interest Rate Options Contain Information About Excess 
Returns? Working Paper, MIT Sloan School of Management. 
 
Andersen, T.G., Bollerslev, T., Diebold, F.X. 2007. Roughing it Up: Including Jump Components in the 
Measurement, Modeling, and Forecasting of Return Volatility.  The Review of Economics and Statistics 89, 701-
720. 
 
Barndorff-Nielsen, O.E., Shephard, N., 2004. Power and Bipower Variation with Stochastic Volatility and Jumps.  
Journal of Financial Econometrics 2, 1-37. 
 
Balduzzi, P., Elton, E.J., Green, T.C. 2001. Economic News and the Yield Curve: Evidence from the US Treasury 
Market.  Journal of Financial and Quantitative Analysis 36, 523-543. 
 
Broadie, M., Chernov, M., Johannes, M., 2007. Model Specification and Risk Premia: Evidence from Futures 
Options. Journal of Finance 62, 1453-1490. 
 
Campbell, J.Y., Shiller, R.J., 1991. Yield spreads and interest rate movements: a bird’s eye view. Review of 
Economic Studies 58, 495-514.  
 
Cochrane, J.H., Piazzesi, M., 2005. Bond Risk Premia. American Economic Review 95, 138-160. 
 
Das, S.R., 2002. The Surprise Element: Jumps in Interest Rates. Journal of Econometrics 106, 27-65.  
 
Fama, E.F., Bliss, R.T., 1987.  The information in long-maturity forward rates. . American Economic Review 77, 
680-692. 

 
Faust, J., Wright, J.H., 2009.  Risk Premia in the 8:30 Economy. Working Paper, Johns Hopkins University.  

 
Greenwood, R., Vayanos, D., 2008.  Bond Supply and Excess Bond Returns. Working Paper, London School of 
Economics. 

 
Huang, X., Tauchen, G., 2005. The Relative Contribution of Jumps to Total Price Variance.  Journal of Financial 
Econometrics 3, 456-499. 
 
Hull, J., White, A., 1993. One factor interest rate models and the valuation of interest rate derivative securities. 
Journal of Financial and Quantitative Analysis 28, 235–254. 

 
Ilmanen, A., 1995. Time-Varying Expected Returns in International Bond Markets. The Journal of Finance 50, 481-
506. 
 
Johannes, M., 2004. The Statistical and Economic Role of Jumps in Continuous-Time Interest Rate Models. The 
Journal of Finance 1, 227-260. 
 
Ludvigson, S.C., Ng, S., 2005.  Macro Factors in Bond Risk Premia. Working Paper, National Bureau of Economic 
Research. 

 
Nelson, C.R., A.R Siegel, 1987. Parsimonious Modeling of Yield Curves. Journal of Business 60, 473-489. 
 
Todorov, V., 2009. Variance Risk Premium Dynamics: The Role of Jumps. Review of Financial Studies 23, 345-
383. 
 



 47 

Vasicek, O.A., 1977. An Equilibrium Characterization of the Term Structure. Journal of Financial Economics 5, 177-
188. 
 
Wright, J.H., Zhou, H., 2009. Bond Risk Premia and Realized Jump Risk. Journal of Banking & Finance 33, 2333-
2345. 
 
 


